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Improving the Properties of Gypsum By Using Additives
Prof. Dr. Z. A. M. Raouf, Ass. Prof. Dr. NADA MAHDY, Hadeel khalid Awad Al- Obaidi

Abstract

Gypsum Plaster is an important building materials, and because of the availabilty of its
raw materials. In this research the effect of various additives on the properties of plaster was
studied , like Polyvinyl Acetate, Furfural, Fumed Silica at different rate of addition and two
types of fibers, Carbon Fiber and Polypropylene Fiber to the plaster at a different volumetric
rate. It was found that after analysis of the results the use of Furfural as an additive to plaster
by 2.5% is the optimum ratio of addition to that it improved the flexural Strength by 3.18%.
When using Polyvinyl Acetate it was found that the ratio of the additive 2% is the optimum
ratio of addition to the plaster, because it improved the value of the flexural strength by a rate
of 3.44% of the value of standards fraction of the mixture of reference. It was noted that the
optimum ratio for the addition of Fumed Silica to the plaster is the ratio of 1%, because this
ratio of addition increases the flexural strength by 15.26%. For the addition of Carbon Fiber
to the plaster it was found that the volumetric ratio of the additive 0.5% is the percentage of
perfect accessory after taking into account cost and quality which gives an increase in
Flexural Strength by rate of 41.43% .When using Polypropylene Fiber it was found that the
optimum percentage ratio of addition 1.5%, where this ratio increases flexural strength by a
rate of 23.67% . When using the mixture (PVCF), which contains 2% of Poly vinyl Acetate
and 0.5% as a volumetric rate of the carbon fiber to the plaster, increases the value of Flexural
Strength by a rate 62.92%. After analyzing the results for all mixtures it was found that the
mixture (PVCF) is the best one to satisfy the aim of the research which is to get the best
structural properties specially flexural strength for gypsum beams.
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Damage Detection and Assessment of Stiffness and Mass Matrices in
Curved Simply Supported Beam Using Genetic Algorithm

Asst. Prof. Dr. Nabil Hassan Hadi Aveen A. Abdulkareem
Dept. of Energy M.Sc.
College of Engineering
University of Baghdad
ABSTRACT

In this study, a genetic algorithm (GA) is used to detect damage in curved beam model, stiffness as well
as mass matrices of the curved beam elements is formulated using Hamilton's principle. Each node of the
curved beam element possesses seven degrees of freedom including the warping degree of freedom. The
curved beam element had been derived based on the Kang and Yoo’s thin-walled curved beam theory. The
identification of damage is formulated as an optimization problem, binary and continuous genetic algorithms
(BGA, CGA) are used to detect and locate the damage using two objective functions (change in natural fre-
quencies, Modal Assurance Criterion MAC).

The results show the objective function based on change in natural frequency is the best objective and no
error was recorded in prediction of location and small error in detecting damage value. Also the result show
that the genetic algorithm method are efficient indicating and quantifying single and multiple damage with
high precision, and the prediction error for the CGA are less than corresponding value for the BGA.
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INTRODUCTION

At the recent years, genetic algorithms have
been recognized as promising intelligent
search techniques for difficult optimization
problems. Genetic algorithm method is very
attractive in comparison with classical meth-
ods because it does not require a solution
search within the whole solution space. Instead
the algorithm starts from a small initial popu-
lation of approximated solutions and con-
verges rapidly from thereon
W.M.Ostachowicz et a/.1996. Mares and
Surace 1996 employed a GA to identify dam-
age in elastic structures. A modified version of
residual force vectors in terms of the stiffness
matrix of the damaged structure was chosen as
an objective function to be minimized while
stiffness reduction factors of all elements were
chosen to be variables. M. I. Friswell et al.
1998 developed a technique, which is based on
combined use of eigensensitivity and genetic
algorithms to identify the location and magni-
tude of damage from measured vibration data.
They employ a genetic algorithm to minimize
a square-value of the frequency error. Struc-
tural damage is modeled by a reduction in
Young’s modulus, while the element number
in the finite element model gives damage loca-
tion. The objective is to identify the position of
one or more damage sites in a structure, and to
estimate the extent of the damage at these
sites. The GA 1is used to optimize the discrete
damage location variables. For a given damage
location site or sites, a standard eigensensitiv-
ity method is used to optimize the damage ex-
tent. This two-level approach incorporates the
advantage of both the GA and the eigensensi-
tivity methods. Damage at one and two sites
have been successfully located in the simu-
lated example of a cantilever beam, also suc-
cessfully location in an experimental cantile-
ver plate. J.H. Chou and J. Ghaboussi 2001
used a GA to solve an optimization problem
formulated for detection and identification of
structural damage. The “output error” indicat-
ing the difference between the measured and

Damage Detection and Assessment of Stiffness and
Mass Matrices in Curved Simply Supported Beam Us-
ing Genetic Algorithm

computed responses under static loading and
the equation error indicating the residual force
in the system of equilibrium equations are
used to formulate the objective function to be
optimized. The method proposed is capable of
successfully detecting the location and magni-
tude of the damage as well as correctly deter-
mining the unmeasured nodal displacement,
while avoiding the complete finite element
analyses. E. S. Sazonov et al. 2002 used the
GA to produce a sufficiently optimized ampli-
tude characteristic filter to extract damage in-
formation from the strain energy mode shapes.
A finite element model was used to generate
training data set with the known location. The
filter amplitude characteristic was encoded as
a GA string where the pass coefficient for each
harmonic of the Discrete Fourier Transform
representation was a number between 0 and 1
in an 8 bit. The genetic optimization was per-
formed based on the minimization of the sig-
nal- to- distortion ratio. The results obtained
from the GA has confirmed the theoretical
predictions and allowed improvements in the
method’s sensitivity to damages of lower
magnitude.

In this study, it had been used a binary and
continuous genetic algorithm for damage de-
tection and location in (in and out-of-plane)
curved beam by minimizing or maximizing the
objective function which is based on frequency
difference and modal assurance criterion
MAC.

I. MODELING THE DAMAGED BEAM.

In this study the equation of motion for
simply curved beam acquired from Kang and
Yoo’s theory of thin- walled curved beams to
drive the element stiffness and mass matrices
respectively’ The curved beam element is
shown in Fig.1 in curvilinear coordinate sys-
tem. Each node of the curved beam element
possesses seven degrees of freedom including
the warping degree of freedom. Using Hamil-
ton’s principle, the dynamic equilibrium can
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be expressed in the variation form as following
K. Young Yoon et al. 2006.

[Z(6T + 6U + 6¥)dt = 0 (1)

Where &T is the variation kinetic energy,
§U is the variation strain energy, and &% is the
variation potential energy loss due to applied
loads. The symbol (&) means the first varia-

tion. For the linear elastic body, the variation
of strain energy stored in the body is

all = | T a

dv 2)

iy

Where 7;; refers to the components of the
stress tensor and ¢, to those of the strain ten-
sor. The variation in kinetic energy of a thin-
walled curved beam is

6T = p i" du,dV 3)

Where g is the mass density, wu; is the dis-
placement components of the curved beam,
and tis time. The variation potential energy

loss due to applied loads with body forces ne-
glected is

ov=—| gq,6u.dz 4)

Where g; stands for distributed loads ap-
plied on the line of shear center and ! is the

length of the element.

A linear stiffness matrix and a consistent
mass matrix are developed so that various ana-
lyses such as linear and free vibration analyses
can be performed. Using shape functions, the
dynamic equilibrium given in eq. (1) yields a
set of simultaneous equations

ST+ U+ dv=3d [Md+Kd—f]=0 (5)
From which one obtains.

Md+Kd—f=0 (6)

Where K, M, d, and f are the linear stiffness
matrix, the consistent mass matrix, the nodal
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displacement vector, and the applied force
vector of a global structural system, respec-
tively. The nodal forces and the corresponding
nodal displacements are shown in Fig.1 in the
positive senses. The nodal forces are seven
components (£, M, M, B, T,V ,and1,.).The
corresponding nodal  displacements are
(Wa ¥ — v, —T, B ug, and g Jwhere ¥ and T are
defined as

¥ = Uy + “— (7a)

r=p <+ (7b)

Wy, Ug, and ¥ describe the in-plane displace-

ments whereas 17,

o -1, A, and -7 are the out-of-
plane displacements. These two parts of displace-
ment fields are not coupled with each other and
can be formulated separately. Then, the displace-
ment fields can be expressed in terms of nodal dis-
placements as following K. Young Yoon et al.

200s.

(8)

Zo oo
O, Boon o

N, 0 o0

v [0 N, ©
) wi j “lo o N,
{ 0 0 0

=

Where the shapes function, N is defined as.

L0 (F 28 L) o9
\m:ll B2 -2 +) W -N l[‘ ¢ y,|} (9a)

LN ) - ] o)
N, =[1-¢ ¢ (Oc)

Where ¢ = z/

Where the nodal displacement, d is repre-

sented

d* = [Ua: ¥ Uo; W7 (10a)
d” = [";; —Vg Vg, —:.'"_;]T (10b)
d¥ = [Wer Wos)’ (10c)
dd=[8 -t B -] (10d)
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From the variation of strain energy pre-
sented in eq. (2) and the shape function in equ-
ations (9a), (9b), and (9c) the element stiffness
matrix for curved beam is derived as shown
K.Young Yoon et al. 2005.

ELK, 0 0 0

k1= g EE'Bhb E.-:.]K: E ()
0 0 0 EIK,~GKK,

Where

K,=J NJN,dz=

12 & -12 &

1 40 -6 2°
= 12 -6

Sym. 4
K_D — i N:__T :\T:dZ=

12 6 -12 6

1 Wt -6 20
12 —6

Sym. 4

— T T W ) — l l _l
K.= | NN, dz I [S}'m- 1 ]’
Kni = | NET NéIdZ:

12 —6t —12 —é6t

1 4 6 200

12 T

Sym. 4’
K. = [ NJINgdz=

4;° 6t —i=
301 36 3
Sym. 4¢°

Damage Detection and Assessment of Stiffness and
Mass Matrices in Curved Simply Supported Beam Us-
ing Genetic Algorithm
From the variation kinetic energy presented
in eq. (3) and following the similar procedure

as used for the element stiffness matrix for

curved beam formulation, the mass matrix is

derived.
ALY, 00 0
0 AM+LM 0 0
=0 0o 0 (12)
0 00 (LM LY,
Where:
M, = [, NIN_dz=

156 221 54 -—13

: 47 130 =3
410 156 -2

Sym. 447

M, = [ NIN.dz=

156 —22t 54 13:

I 4= —13: -3¢~
420 156 22 I
Sym. 4.2

1T owy =_' 2 l
= [ NIN,dz E[ ]

Sym. 2
M, = [ NJ Ngdz=

36 3t —36 3
4t =3 =
36 —3)

Sym. 4.

w1
o -

M;= [ NN dz=

36 -3t —36 -3
4" 3i —*

36 =3

Sym. 47

L)
[=] [
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I1. APPLACATION OF A GENETIC AL-
GORITHM.

GA is a global probabilistic search algo-
rithm inspired by Darwin's survival-of-the fit-
test theory. In this optimization method, in-
formation about a problem, such as variable
parameters, is coded into a genetic string
known as an individual (chromosome). Each
of these individuals has an associated fitness
value, which is usually determined by the ob-
jective function to be maximized or mini-
mized. Genetic algorithms have been shown to
be able to solve the optimization problem
through mutation, crossover and selection op-
eration applied to individuals in the popula-
tion.

IL.I Population

The initial population are created randomly
by generating the required number of
individuals but a new population developed
from this initial population and to do this must
apply the genetic operator. The initial
populations are generated by the following
equation L. Randy Haupt, S. Ellen Haupt
2004:

P= XLB + rand (Npop 5 Nvar) (XUB - XLB) (13)

Where:

(Xus, Xrp) means the range of maximum and
minimum values allowed for each variable
respectively.

Npop = The number of population.

Nyar = The number of variable.

In this population, there are several
individuals  carrying  different  “genetic
information® in their string or coding. When
working with binary coded genetic algorithms
each of the real parameters to be optimized is
translated to binary codes.

e To transform the real values (b;) to
binary codes the following equation is
used H. M. Gomes and N. R. S. Silva
(2007)
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s = bin, {round (27 - 1) I%—_U
| F (14)

Where bin, indicates a binary traslation to a

string s , and n bit means the number of bit.

e To transform the binary codes to real

values (decoding) the following

equation is used.

(15)

Where bin'(s) is the nonnegative integer
decoded from the base 2 binary representation,
From this equation it is obviouse that the
precision by the binary coding is (Xup - Xig) /
(Zn bit _1)

IL.II Fitness Function

In order to determine the ability of an
individual to search better solution, a fitness
function is used to quantify how good the
solution represented by a chromosome is.
Depending on the problem characteristic, the
fitness function can be any form of
mathematical formulation, can be ecither a
maximized or minimized function. This
function generates an output from the set of
input variables of a chromosome. The goal is
to modify the output in some desirable fashion
by finding the appropriate values of input
variables.

In this work the two objective functions are
used to assess the presence of damage in
beam.

¢ Changes in Natural Frequencies.
e Modal Assurance Criterion.
Changes in Natural Frequencies

The natural frequency used as a diagnostic
parameter in structural assessment procedures
using vibration monitoring. One great
advantage of using only eigenvalue in the
damage assessment of structures is that they
are cheaply acquired and the approach can
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give an inexpensive structural assessment
technique. The objective function to be
minimized is defined as follows M. T. V.
Baghmisheh et al 2008:

Aw = Ev [:L-_:Ew' — c..::: :I: (16)

Where:

i =Mode Number (i=1,2,3,....,n)
w,." = Test natural frequencies
w? = Calculated natural frequencies.

The «w!™ are the natural frequencies which are

applied to our damage detection system as
inputs. An objective value of zero indicates an
exact match between the values of frequencies.

Modal Assurance Criterion.

The Modal Assurance Criterion MAC value
indicates the degree of correlation between
two modes and varies from 0 to 1, with 1 for
full correlation, and O for no- correlation. The
deviation from 1 can be interpreted as a dam-
age indicator in structures. This index is based
on comparisons between the changes in the
mode shapes obtained both from tests and
from calculations, the MAC is defined by W.
M. Ostachowicz et al. 1996:

MAC(0,,0,) = 74— (17)

i -
W R EL

L]

L]

0. = Test mode shape vector.

@, = calculate mode shape vector.

IL.III Selection (reproduction)

Reproduction is the first operator applied
on a population. The first step in the reproduc-
tion is fitness assignment. Each individual re-
ceives a reproduction probability depending on

Damage Detection and Assessment of Stiffness and
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ing Genetic Algorithm

the own objective (fitness) value and the ob-
jective value of all other individuals in the
population. The evaluation of this objective
function indicates which individuals will have
more chances to procreate and to generate a
large offspring.

There are various selection processes that
are utilized in genetic algorithms such as rou-
lette wheel selection, rank selection and tour-
nament selection. A common processes and
used in this work are the roulette wheel selec-
tion. This selection method was used to copy
individuals according to their fitness values,
individuals with higher fitness have a higher
probability of contributing one or more off-
spring in the next generation. For each popula-
tion individual a probability of being selected
for copying is given by the following equation
D. E. Goldberg 1989:

ij =12 Py (18)

Where f; is the fitness of individual j, the
sum is taken over all population members (Ps.
ize), and Pj is the probability of individual i
with fitness f; receiving an additional copy.

IL.IV Recombination (Crossover)

Crossover is one of the recombination op-
erators that is used for information exchange
between any two individuals to create two off-
spring. Each pair of parents have a probability,
P. ,of producing offspring. Usually, a high
crossover probability is used.

e Real value Recombination: The vari-
able values of the offspring are chosen
somewhere around and between the
variable values of the parents. Off-
spring are produced according to the
rule H. Pohlheim 2007:

Var® =var' .o; + var”. (1-w)
1€ (1,2,...Nyar) (19)
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Where a is a scaling factor chosen uniformly a
random over an interval [-0.25 , 1.25] for each
a new.

e Binary valued Recombination: The
some of the crossover operators avail-
able in GA are single point crossover,
two-point crossover and uniform cros-
sover. In this work a single point cros-
sover is applied, where one crossover
position (n) a long the string is se-
lected randomly between 1 and the
string length less one. Two new
strings are created by swapping all
characters between the individuals
about this point.

I1I.V Mutation

Mutation means a random change in the
information of a chromosome, to add diversity
to the genetic characteristics of the population.
It is applied at a certain probability, P, to
each gene of the offspring, the mutation prob-
ability also called mutation rate, is usually a
small value, to ensure that good solutions are
not distorted too much. Mutation of real vari-
ables means, that randomly created values are
added to the variables selected. The mutation
rule is:

C=P +rand (XUB - XLB) (20)

Where C is mean the child and P mean parent
For binary mutation, randomly change a par-
ticular gene in a chromosome, thus, 1 may be
changed to a 0 or vice versa.

I1.VI Elitism

In the process of the crossover and muta-
tion- taking place, there is high chance that the
optimum solution could be lost. There is no
guarantee that these operators will preserve the
fittest string. To avoid this, the elitist models
are often used. Elitism refers to the process of
ensuring that the best chromosome (or few
best chromosomes) of the current population
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survive to the next generation. The best indi-
viduals are copied to the new population with-
out being mutated. Elitism can rapidly increase
the performance of GA, because it prevents a
loss of the best found solution M. Obitko1998

II.VII Termination

The GA may be terminated by using the
convergence criterion in order to get an ac-
ceptable approximate solution, the terminate if
there is no improvement over a number of
consecutive generation, by monitoring the fit-
ness of the best individual if there is no sig-
nificant improvement over a time, GA is to
stop. Or if the objective function value of the
fittest individual is 0 or very small number,
which means that the optimal solution has
been found.

In the present work the chromosome has
two variables, the damage location and the
stiffness reduction. The objective function ge-
nerates an output from the set of input vari-
ables of a chromosome. The goal is to modify
the output in some desirable fashion by finding
the appropriate values of input variables. Fig.2
shows the flowchart of the method of damage
detection using genetic algorithms.

III. NUMERICAL SIMULATION

The processes of damage detection are demon-
strated using (in and out-of-plane) simply sup-
ported curved beam. The dimensions and material
properties for the simply supported in and out-of-
plane curved beam are shown in Table 1 and Ta-
ble 2 respectively.

In and out-of-plane simply supported
curved beam is divided into 30 finite elements
of equal length, where the value of first natural
frequency is used for convergent test for
checking the stability of the results as shown
in the Fig. 3 and Fig. 4 for in and out-of-plane
respectively.

Six damage scenarios are investigated and
are summarized in Table 3.In the first four
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cases for single damage, the scenarios were
simulate by reducing the stiffness of an ele-
ment near the beam’s end and near the beam’s
mid-span. The remaining damage cases D5
and D6 in the same table correspond to a mul-
tiple damage scenario and were simulated by
reducing the stiffness of assumed elements at
two different locations. The following parame-
ters of the GA have been used: size of the
population is 40, probability of crossover P, is
0.9, probability of mutation Py, is 0.05, number
of elitism is 2 and number of bit is 20.

IV. RESULTS AND DISSCUSION

The frequency predictions from the FEM
model of undamaged beam are validated by
comparing with other researches as shown in
Tables 4 and Table 5 for in and out-of-plane
curved beam respectively.

IV.I Objective Function Based on Change

in Natural Frequency.

The input first five natural frequencies of
damage scenarios are shown in Table 6 and
Table 7 for out-of-plane and in-plane curved
beam respectively. A population of individuals
is generated randomly then the natural fre-
quencies and objective function are calculated
for each individual. The GAs theory is used to
find the optimal location and stiffness reduc-
tion by minimizing the eq. (16). For each sce-
nario the algorithm is run from five different
initial random population and the identified
values for damage scenarios by using CGA
and BGA are shown in Table 8 for out-of-
plane and Table 9 for in-plane curved beam.
In all scenarios there are no error recorded in
prediction of damage element and the errors
for the CGA are less than corresponding val-
ues for the BGA, because in the CGA deals
with real values without using any encoding
method.

Fig. 5 show the typical objective function
curve for out-of-plane at D4 by using CGA, it
is see that the objective function value tends to
zero with the increasing number of generations
and reach zero at around 21 generations. The
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Fig. 6 shows the objective function curves at
same damage scenario but using BGA, the
convergence occurs at 28 generation.

IV.II Objective Function Based on Modal
Assurance Criterion (MAC)

The mode shapes are calculated numeri-
cally using finite element model for the dam-
aged scenarios, these used as test inputs for the
GA operator. A population of individuals is
generated randomly then the objective func-
tion is calculated for each individual and the
GAs theory is applied. For each scenario
the algorithm is run in five different initial ran-
domly generated populations and the average
results obtained by CGA and BGA listed in
Table 10 for out-of-plane and Table 11 for in-
plane curved beam. The errors for CGA are
less than corresponding values for the BGA.

For out-of-plane curved beam the objective
function with multi damage for D5 using CGA
is shown in Fig. 7 it can seen that convergence
occurs at 15 generations.

V. CONCLUSIONS

The main conclusions from the present work
may be stated as follows:

e The study shows that the genetic algo-
rithm is effective in identifying posi-
tions and extents in single and multi
damage.

e The results obtained from continuous
genetic algorithms are more accurate
then those obtained from binary ge-
netic algorithms in damage assess-
ment.

e The length of the run (in terms of gen-
eration number) and results depends
on the initial randomly generated pop-
ulation and GA parameters and the
test point.

e The objective function based on
change in natural frequency is the best
objective function, because the stiff-
ness reduction has a relatively large
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effect on the natural frequencies, as
compared with mode shapes, it is in-
sensitive of the modes to the damage.
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Notation

A Sectional area (m®)

B, Bimoment (N .m)

E Young modulus (N/m?)

G Shear modulus (N/m?*)

GA Genetic Algorithm.

I Area moment of inertia about y-axis (m*)
Area moment of inertia about x-axis (m”)
Warping moment of inertia (m®)

Area polar moment of inertia (m*)

(+ St Venant constant of a straight member(m"*)

~

Length of the finite element (m, cm)

M_. M, Moment about x- and y-axis (N.m)

MAC Modal Assurance Criterion

m,, m,, m, Uniform distributed moments about x-, y-, and z-axis
m_  Uniform distributed bimoment

Npop  Number of population

Nyar  Number of variable

Py, Population size

Q. 9,9, Uniform distributed forces about x-, y-, and z-directions
Radius of initial curvature (m)

Kinetic energy (N.m)

U Strain energy (N.m)

u,.v, Displacement components of the shear center in x- and y- directions, respectively
V  Volume of body (m®)

V..V, Transverse shear forces (N)

' ;U

w, Average longitudinal displacement of cross-section

Xy Maximum value of variable
Xig Minimum value of variable

Greek letters

p  Mass density (Kg/m?)
i Rotation of the cross-section about z-axis
&  Subtended angle (degree)

Components of strain tensor

3

&  Variation
+. T Nodal displacements
1,  Components of stress tensor

10
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Table 1 Material properties of the in-plane curved beam

Area of cross section (A) | 4 x 107%m-
Radius of the arch (R) 2438 m
Mass density (9) 7850 kgim®
Subtended angle (8) 97"
Modules of Elasticity (E) 200 GPa
Modules of Rigidity (G) 77 GPa
Moment of inertia (I) | 645 x 107%m*

Table 2 Material properties of the out-of- plane curved beam

Area of cross section (A) 9.3 x1073m?"
Length (L) 10m
Mass density (o) 7850 kgim®
Subtended angle (8) 89°
Modules of Elasticity (E) 200 GPa
Modules of Rigidity (G) TTGPa
Moment of inertia (Ix) 1.13 x 107*m*
Moment of inertia (Iy) 3.88 x 10 3m*
Warping moment of inertia (Iew) | 5.56 x 10~ m*
Venant constant (K;) 5.38 x 10~ " m*

12
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Table 3 Damage scenario for in and out-of-Plane curved beam

Damage Damage Stiffness
Scenario Element | reduction %

D1 8 25

D2 11 50

D3 16 25

D4 25 50

D3 6.15 25

Ds 8.25 25

Table 4 Comparisons of modal frequencies for in-plane curved beam

Mode Natural Frequency(rad/sec) Error
No. | [Ki. Youngetal] | Present Numerical | (%)
Results Results
1 35698 396936 0.011
2 03122 93094 0.03
3 175731 1796.67 0.035

Table 5 First natural frequencies for the simply supported out-of- plane curved beam

Subtended Natural Frequency (rad/sec) Error
Angle Analytical | Numerical Presentl (%)
(degree) Results[Ki-| Results[ Ki-| Numerical '
' Young et al] Young et al]| Results
0 533000 53.3000 53266 0.06379
10 31.8648 31.8669 31.863 0.0056
20 199616 199614 19.9592 0.01202
30 13.9944 13.9931 13.9915 0.0207
40 10.5386 10.5372 10.5343 0.0408
50 8.2946 8.2888 8.28753 0.08523
60 6.7121 6.7012 6.70043 0.1739
70 5.5270 5.5090 550836 | 0.33725
80 4.5001 4.5707 4.57020 062838
90 3.8479 3.8048 3.87485 0.70038

13
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Table 6 Natural frequencies for out-of-plane curved beam

Damage on 0, ®; o (05

Scenario - -
D1 3.8583 45456 168.575 381.32 661.097
D2 3.8452 45113 168.525 37346 647.75
D3 3.8664 45.532 168.13 381.2 658.47
D4 3.867 45629 168.98 381.195 664.313
D5 3.8461 45286 166.86 379.147 565.786
D6 3.8372 45211 167.29 379.23 660.017

Table 7 Natural frequencies for in-plane curved beam

Damage o 5 5 o OF

Scenario - - -
D1 392.685 026.68 1796.3 1980.6 2897.9
D2 389.175 929.03 17479 1963.6 28694
D3 396.876 921.37 1795.6 19804 2885.7
D4 386.261 90581 1770.2 1960.9 29019
D5 386.182 878912 1767.5 19233 28258
Dé 374.657 §93.524 1768.9 1926.9 2858.3

Table 8 Identified stiffness parameters for out-of-plane curved beam based on
change in natural frequency

Test Stiffness Parameters
Element
No. Actual Identified | Error% | Identified Error %
by CGA by BGA

8 0.75 0.7491003 0.11 0.7449642 0.001
11 0.5 0.5002577 0.051 0500381 0.076
16 0.75 0.750383¢9 0.051 0.7500715 0.01
25 0.5 0.45995955 0.00001 0.5000152 0.003

6.15 0.75 0.7555629 0.48 . =

825 0.75 0.7334992 2.2 . =

14
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Table 9 Identified stiffness parameters for in-plane curved beam based on
change in natural frequency

Tast Stiffness Parameters
Element
No. Actual Identified Error % Identified Error %
by CGA by BGA
8 0.75 0.74954999 0.00001 0.7500007 0.0000%
11 0.5 05001478 0.03 0.4999847 0.003
16 0.75 (.7499G0595 0.00001 0.7499G88 0.0001
25 0.5 05000117 0.002 0.5000152 0.003
6.13 0.75 07514097 018 - =
825 0.75 0. 7481410 024 - =

Table 10 Identified stiffness parameters for out-of-plane curved beam based on MAC

Test Stiffness Parameters
Element
No. Actual Identified Error % Identified Error %
by CGA by BGA
8 Q.75 0.7505467 0.07 0.753685 0.5
11 0.5 0.5023270 046 0.5076601 1.5
16 0.75 0.7517007 022 0.7468184 0.42
25 0.5 05046008 0.92 0.5088810 1.77
6,15 0.75 0.7340752 2.2 . =
825 0.75 07702559 2.9 - -
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Table 11 Identified stiffness parameters for in-plane curved beam based on MAC

Test Stiffness Parameters
Element
No. Actual Identified Error % Identified Error Y
by CGA by BGA
& 0.75 0. 7430990 0oz 0.7757013 34
11 0.5 0.5044385 088 0.4923729 1.5
16 0.75 0.7547156 .63 0.7459007 0.54
25 0.5 05123102 24 0.5155471 31
6.15 0.75 0.7256023 32 = =
8.25 0.75 0.7829436 4.3 - =

Fig 1. Curved beam element

16
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ABSTRACT:

The settlement rate and pore water pressure dissipation rate are mainly controlled by the
permeability of soil. Both laboratory and field tests show that the permeability is varied during the
loading and consolidation process. It is known that consolidation process is accompanied by
decrease in void ratio which leads to decrease in the coefficient of permeability. The importance of
the decrease of the coefficient of permeability on the time rate of settlement and pore water pressure
needs to be investigated.

This paper takes into account the change in coefficient of permeability during consolidation
and studies its effect on consolidation characteristics of a clay layer. The finite element method is
used in the analysis and the package Geo-Slope is adopted through coupling the programs
SIGMA/W and SEEP/W. The relationship between the applied pressure and permeability was
determined experimentally for three samples.

It was concluded that the effect of permeability is clear at later times of consolidation due to
decrease in void ratio and hence slower dissipation of pore water pressure. Taking into account
variable permeability leads to longer times of consolidation. At later times (after 400 days), the
excess pore water pressure predicted for the case of variable permeability is greater than
conventional case by about (10 — 12) %.
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EFFECT OF CHANGE IN THE COEFFICIENT OF
PERMEABILITY ON CONSOLIDATION

Mohammed Y. Fattah
Maysam Th. Al-Hadidi
Ahmed S. al-Shammary

INTRODUCTION

Consolidation is generally related to fine-
grained soils such as silts and clays. Since
water can flow out of a saturated soil in
any direction, the process of consolidation
is essentially three-dimensional. However,
in most field situations, water will not be
able to flow out of the soil by flowing
horizontally because of the vast expanse of
the soil in horizontal direction. Therefore,
the direction of flow of water is primarily
vertical or one-dimensional. As a result,
the soil layer undergoes one-dimensional
(1-D) consolidation settlement in the
vertical direction.

Consolidation theory is required
for the prediction of both the magnitude
and the rate of consolidation settlements to
ensure the serviceability of structures
founded on a compressible soil layer.
Terzaghi’s theory of 1-D consolidation
makes the following  assumptions
including that the soil is homogeneous and
fully saturated, the solid particles and the
pore water are incompressible, the flow of
water and compression of soil are one-
dimensional (vertical), strains are small,
Darcy’s law is valid at all hydraulic
gradients, but the most important
assumption is that the coefficient of
permeability and the coefficient of volume

compressibility remain constant
throughout the consolidation process.
Terzaghi gave a theory of soil

consolidation based on the effective stress
principle, which was derived on several
ideal assumptions to get a simplified
theory. To avoid the limitations involved
in Terzaghi’s theory, many efforts are
being made by scholars to solve the
problems in  practical  engineering
situations.

It is known that consolidation
process is accompanied by decrease in
void ratio which leads to decrease in the
coefficient of permeability. Effect of the
decrease of the coefficient of permeability
on the time rate of settlement and pore
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water pressure needs to be investigated.
Cavalcante and Assis (2002) showed the
influence of the permeability gradient
during the construction of tailings dams,
built by the upstream method, using the
hydraulic fill technique. During the
hydraulic disposition, two mechanisms
affect the tailings permeability: the
hydraulic segregation and the
consolidation due to the staged
construction procedure. These mechanisms
influence considerably the permeability
distribution  along the fill  and,
consequently, the behaviour of the dam.
Results show that the pore pressure
immediately after deposition may reach
quite high values (532 kPa), but dissipates
in a short period of time (1 to 10 days).
Then, this effect should be taken into
account in a short-term stability analysis of
tailings dams. On the other hand, after
pore pressure dissipation, there is a gain in
the shear strength (13 %), which should
also be considered, but in a long-term
stability analysis of tailings dams.

The settlement rate and pore water
pressure dissipation rate are mainly
controlled by the permeability of soil. Both
laboratory and field tests show that the
permeability is varied during the loading
and consolidation process. The formula
proposed by Taylor (1948) and verified by
Tavenas et al. (1983) can be used to
represent variation of the permeability of
soft clay during the consolidation:

|:_(eo_e):|
k=k,.10 o (1)
where: e, : the initial void ratio,

e :the void ratio at the condition
under consideration,

k : the permeability,

k, : the initial permeability, and

ck : constant which is equal to 0.5
e, (Tavenas et al., 1983).

A semi-analytical solution was
presented by Ying et al. (2005) for the case
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of void ratio e-log effective stress p and e-
log  permeability  conductivity kv,
especially. The semi-analytical results
were compared with those obtained from
experimental investigations with a set of
advanced consolidation system.
Furthermore, the behavior of nonlinear
consolidation of soils is analyzed and the
differences between the semi-analytical
results and Davis’s nonlinear theory were
discussed. It was concluded that the semi-
analytical solution is a very effective
method for solving the difficult
consolidation problems taking varied
compressibility and permeability into
account. The degree of consolidation
defined by effective stress and by
settlement is different in this method. The
advanced consolidation system with back
pressure is an effective method for
analyzing the consolidation behavior of
clay. Fairly good agreement exists
between theoretical results and the
consolidation test results.

This paper takes into account the
change in coefficient of permeability
during consolidation and study its effect
on consolidation characteristics of a clay
layer.

DESCRIPTION OF THE PROBLEM:
The problem consists of tracing the
settlement and pore water pressure
changes in a clay layer under the effect of
uniformly distributed load 80 kN/m®. The
finite element method is used in the
analysis and the package Geo-Slope is
adopted through coupling the programs
SIGMA/W and SEEP/W.

LABORATORY WORK:

In order to define the coefficient of
permeability as a function of the applied
pressure, a testing program was planned on
samples taken from three sites located in
Baghdad city. These soil samples are
named by S;, S, and Ss.

The identification and classification tests
included grain size distribution, Atterberg
limits and specific gravity. Table 1 shows
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the index properties of the soils from the
three sites.
Consolidation test was carried out on
undisturbed soil samples according to the
specification of ASTM D-2435-02. For
each load increment, the coefficient of
consolidation, c¢,, was calculated using
Casagrande’s procedure in addition to the
coefficient of volume change, m,. Then
the coefficient of permeability, k, was
calculated according to the following
relation:
k=m,.c, .7,

(2)
where vy, is the unit weight of waater.

The relationship between the applied
pressure and permeability is plotted for
each sample as shown in Figure 1.

FINITE ELEMENT ANALYSIS:
SIGMA/W is a finite element software
product that can be used to perform stress
and deformation analyses of earth
structures. Its comprehensive formulation
makes it possible to analyze both simple
and highly complex problems. For
example, one can perform a simple linear
elastic deformation analysis or a highly
sophisticated  nonlinear  elastic-plastic
effective stress analysis. When coupled
with SEEP/W (another GEO-SLOPE
software product), it can also model the
pore-water  pressure  generation and
dissipation in a soil structure in response to
external loads. SIGMA/W has application
in the analysis and design for geotechnical,
civil, and mining engineering projects.

Hydraulic Conductivity Functions

Analyzing saturated seepage processes
requires  establishing the hydraulic
conductivity versus pore-water pressure
relationship. In the case of a transient
analysis, the volumetric water content
function must also be defined. Both of
these functions can be either measured
directly in the laboratory or predicted
using a variety of methods. The



EFFECT OF CHANGE IN THE COEFFICIENT OF
PERMEABILITY ON CONSOLIDATION

Mohammed Y. Fattah
Maysam Th. Al-Hadidi
Ahmed S. al-Shammary

volumetric water content function can be
predicted from the grain-size distribution
curve and the hydraulic conductivity
function can be predicted using the
volumetric water content function and the
measured saturated hydraulic
conductivity.

The capacity of soil to conduct
water can be viewed in terms of hydraulic
conductivity (or the coefficient of
permeability). The hydraulic conductivity
is dependent on the water content. Since
the water content is a function of pore-
water pressure and the hydraulic
conductivity is a function of water content,
it follows that hydraulic conductivity is
also a function of pore-water pressure.
Figure 2 presents the form of the
relationship between hydraulic
conductivity and pore-water pressure. This
relationship is known as a conductivity
function.

The  variation of
conductivity with pore-water pressure
makes the finite element equations
nonlinear, and an iterative process is
consequently required to solve the
equations. Hydraulic head (pore-water
pressure plus elevation) is the primary
unknown computed. Since the hydraulic
conductivity is related to hydraulic head,
the appropriate hydraulic conductivity is
dependent on the computed results. During
transient processes, the amount of water
entering an elemental volume of soil may
be larger than the amount of water exiting
the volume, or vice versa. This results in a
certain amount of water either being
retained or released during a particular
time increment.

hydraulic

Elastic-Plastic Model

The eastic-plastic model describes an
elastic,  perfectly-plastic  relationship.
Stresses are directly proportional to strains
until the yield point is reached. Beyond the
yield point, the stress-strain curve is
perfectly horizontal.
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Plastic Matrix, Elastic-Plastic Model

In SIGMA/W, soil plasticity is formulated
using the theory of incremental plasticity
(Hill, 1950). Once an elastic-plastic
material begins to yield, an incremental
strain can be divided into elastic and a
plastic component.

Only elastic strain increments, de, will
cause stress changes. As a result, stress
increments can be written as follows.

0}=[Ce] {d Se}

Consequently, the yield function can be
written as follows in equation form.

)

F= F(O-x, O'y,O'Z,Z'Xy) (4)
An incremental change in the yield
function is given by:
oF
dF = oo, —do,+ 6(7 dO'y Oo_zdoz 01 drxy (5)

Alternatively, this equation can be written
in the following matrix form.

dF = <6F >{d o} (6)
oo
The theory of incremental plasticity

dictates that the yield function, F <0, and,
when the stress state is on the yield
surface, dF is zero. This latter condition is
termed the neutral loading condition, and,
can be written mathematically as:

dF = <6F >{d0'} 0 (7)
oo
The plastic strain is postulated to be:
oG
e p}= ﬂ{%} (®)
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Where:
G = plastic potential function, and
A = plastic scaling factor.

Substituting the plastic strain from
equation (8) into the incremental stress
equation (equation 3) gives

fao}=[c Jes}-lc W{Z2

Substituting the stress vector, {ds}, into
the neutral loading condition (equation 6),
the following expression for the plastic
scaling factor, A, can be derived.

- (Tcled-(Tlcl {0 )
o il

)

From equations (8) and (10), a relationship
between stress increments and strain
increments can be obtained.

{dc}=( cJ-lc,] ) fde} (11)

Where:

ke ]
[C P]= aFaa aaae
RN

To evaluate the plastic matrix,
[Cp], the yield function, F , and the plastic
potential function, G , need to be specified.

The following equation provides a
common form of the Mohr-Coulomb
criterion expressed in terms of principal
stresses (Chen and Zhang, 1991).

(12)

F=yJ,sin [9+§j—\/¥cos[9+§j sin¢—%sin¢—ccos¢ (13)
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Figure 3 shows the finite element
mesh used in this case. A layer of clay 25
m thick is modeled. The water table is
assumed to be at the ground level. Eight
node isoparametric elements are used. Due
to symmetry, only half of the axi-
symmetric problem is considered. The
right and left boundaries are allowed to
move vertically, while the bottom
boundary is restrained both horizontally
and vertically.

Analysis Results:
Finite element analysis was carried out for
two cases; in the first case, the coefficient
of permeability is considered constant
during the consolidation process while in
the second case, the coefficient of
permeability is changed with the applied
pressure  (effective  stress)  during
consolidation.  Figure 4 shows a
comparison of the total surface settlement
calculated after 1000 days for the two
cases. It can be noticed that the maximum
effect of permeability occurs below the
center of the problem. A decrease in the
maximum surface settlement of the order
of (12 - 15) % can be predicted when the
permeability change is considered.
Another comparison is made in Figure 5 at
time 450 days. The figures show that
during consolidation, the effect of
permeability is clear, then the difference
decreases at the end of consolidation (after
1000 days).

The same results are also noticed in
Figure 6 which displays the percent of
settlement at the end of load application to
the final (total) consolidation settlement.

Figure 7 shows the distribution of
the final consolidation settlement with
depth along the centerline. It can be
noticed that the effect of change of the
permeability increases with depth. The
maximum  difference  between  the
settlements predicted in these cases is in
the percentage of (16 - 22) %. Similar
relations are shown in Figure 8 after 450
days of consolidation, but also the
difference between the two cases is greater
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at middle periods of consolidation, and
then decreases at the end.

Figure 9 presents the variation of
horizontal displacement along sec. (a-a),
(shown in Figure 3), 5 meters away from
the problem centerline. It can be noticed
that the effect of changing the coefficient
of permeability is pronounced at the
ground surface and a difference of about
(12 - 14) can be noticed. Similar results are
presented in Figure 10 which shows that
the effect of permeability is greater at time
450 days.

The effect of permeability on the
time rate of settlement is explained in
terms of consolidation ratio (degree of
consolidation) as shown in Figure 11. The
degree of consolidation of the clay layer at
any time is calculated as the ratio between
the excess pore water pressures dissipated
at that time to the initial excess pore water
pressure. It is evident that the effect of
permeability is clear at later times of
consolidation due to decrease in void ratio
and hence slower dissipation of pore water
pressure. Taking into account variable
permeability leads to longer times of
consolidation.

Figure 12 traces the dissipation of
pore water pressure at point (a) 12 m deep
with time. It is noticed that the pore water
pressure predicted in the case of variable
permeability is  greater than in
conventional constant permeability case
due to smaller rate of dissipation.

Figure 13 shows the isochrones of
excess pore water pressure at different
times. At early stages, the effect of
permeability is not clear, while at later
times (after 400 days), the excess pore
water pressure predicted for the case of
variable permeability is greater than
conventional case by about (10 — 12) %.

CONCLUSIONS:

1. The maximum effect of
permeability occurs below the
center of the problem. A decrease
in the maximum surface settlement
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of the percentage of (12 - 15) %
can be predicted when the
permeability change during
consolidation is considered.

2. The effect of permeability is clear
at later times of consolidation due
to decrease in void ratio and hence
slower dissipation of pore water
pressure. Taking into account
variable permeability leads to
longer times of consolidation. At
later times (after 400 days), the
excess pore  water  pressure
predicted for the case of variable
permeability is  greater than
conventional case by about (10 —
12) %.
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Table 1: Index properties of the three soils.

Fig.(1) Variation of the coefficient of permeability with pressure for the three soils.

Property Soil 1 Soil 2 Soil 3
Initial water content % 23.90 25.12 25.64
Liquid limit 56 56 50
Plastic limit 25 23 24
Plasticity index 31 33 26
Specific gravity 2.79 2.80 2.79
% fines (Silt + clay) 98 97 81
Cohesion (kKN/m?) 118.0 177.0 93.23
Angle of friction (degrees) 0 0 0
. . Gray to brown silt Brown to gra Brown silty cla
Soil Description clay Siffto very siiff | Stiff cla%r ’ it
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Fig. 7: Variation of vertical displacement along the foundation centerline at the end of
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Fig. 8: Variation of vertical displacement along the foundation centerline at (450 days).
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Fig. 9: Effect of different conditions of permeability on the distribution of horizontal
displacement with depth along the foundation centerline at the end of consolidation (1000 days).
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Fig. 10: Effect of different conditions of permeability on the distribution of horizontal
displacement with depth along the foundation centerline at (450 days).
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ADSORPTION STUDY OF HYDRODESULPHURIZATION
CATALYST

Tariq M.Naife
Chemical Engineering Department-College of Engineering
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Abstract

Physical and chemical adsorption analyses were carried out by nitrogen gas using ASTM apparatus at 77 K
and hydrogen gas using volumetric apparatus at room temperature respectively. These analyses were used for
determination the effect of coke deposition and poisoning metal on surface area, pore size distribution and
metal surface area of fresh and spent hydrodesulphurization catalyst Co-Mo\Al,O5 .

Samples of catalyst (fresh and spent) used in this study are taken from AL-Dura refinery.

The results of physical adsorption shows that surface area of spent catalyst reduced to third compare with
fresh catalyst and these catalysts exhibit behavior of type four according to BET classification ,so, the pores
of these samples are cylindrical, and the pores of fresh catalyst suffers during the hydrodesulphurization .
The result of chemical adsorption shows that the metal surface area of fresh catalyst is 50.72 m2/g while it
reduced to 39.04 m*/g for spent catalyst.
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Introduction

Catalysts are use in a variety of applications
from the production of consumer goods to the
protection of the environment. Optimum
design and efficient utilization of catalysts
require a thorough understanding of the surface
structure and surface chemistry of the active
material. Gas adsorption is extensively used in
characterizations of micro — and mesoporous
materials and is often considered as a technique
accurately determines the amount of gas adsorbed
on a solid material, which is a direct measure for
the porous properties and structure (Francoise
Rouquerol, 1999).

Since the catalytic phenomena occur in the internal
surface of the solid, lying with the pores,
optimizing of pore size becomes important for the
mass transfer and diffusion of the reactant to the
active sites .The pores are not only the path for the

reactants and products also influence the
incorporation of active metals during preparation
of catalysts and coke deposition during

deactivation (Wiwel, 1991).

Morphological characteristics like surface area,
pore volume, pore size distributions have to meet
the specification for a longer catalyst life time.
Chemical adsorption (chemisorption) analysis
techniques provide much of the information
necessary to evaluate catalyst materials in the
design and production phases. Hydrogen plays a
very important role in catalysis; in addition to its
applications as reducing agent and as reactant, and
it is extensively used as a probe molecule. Its
selective chemisorption on noble metals allows it
to be used as an ideal probe to perform metal
surface area  measurement and  catalyst
characterization. (P. Ferreira-Aparicio,1997)
Hydrodesulphurization is a heterogeneously
catalyzed reaction. Supported metal sulfides have
been found to be the best catalysts for the
hydrodesulphurization reaction. Alumina-
supported CoMo catalyst structures of both
precursor and final catalysts have been extensively
studied and the nature of active sites have been
proposed (H.Topsoe, 1984). Both molybdenum
and tungsten sulfides are active catalysts in the
hydrodesulphurization reaction. Nowadays
however, mainly molybdenum-based catalysts are
used worldwide in the processes connected with
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sulfur removal. Different promoters have been
tested and nickel and cobalt were found to give

the

highest enhancement of the activity towards
desired products. Alumina support has a very
important role in the activity and stability of the
hydrodesulphurization catalyst as well and the y-
phase is the most suitable for the operation

(Mohamadbeigy, 2005).

Co-Mo0\Al,Oj; is superior hydrodesulphurization
catalyst whose structure and activity have been
(Beather,1960),
Richardson found that its activity varies with

studied extensively

the concentration of metals, and that a Co/Mo
of 1/5 apparently is optimum
(Richardson , ,1964) .Cobalt and Molybdenum
are two of the more common metals that are

weight ratio

used in HDS catalyst. When these two metals
are used together as a HDS catalyst is more
tolerate to the poisoning agent and is usually
classed as being suitable for wide variety of

feedstocks.

Studies of increasing the dispersion of the
active metal on support catalyst were studied
1996).The
alumina-
supported CoMo catalysts were studied by
(Ch.Papadopoulou, 2003). Various efforts have

by (R.Prins,
physicochemical

1989, B.Delmon,
properties  of

been made to increase the activities

conventional CoMo-based alumina catalysts.
These include loading of the active metals in
greater amounts, improving dispersion of the
active metals, and manipulating the acidity
level of the alumina support. The first two
objectives have been achieved by increasing
the surface area of the support and also by

using better metal
(Mignard, 1996),

loading

structures mesoporous materials have attracted
much attention as supports for CoMo based
catalysts.(Turaga,2003,Song,2003).The
higher surface areas allow loading of higher
levels of the active metals without affecting

HDS

dispersion.

This work deals with the study

physisorption and chemisorption of fresh and

spent CoMo/Al,O; catalysts.
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Experimental Work

1- Materials

1-1 Catalyst

A fresh and its spent CoMo/Al,O3; HDS catalyst
supplied from AL-Dura refinery are used in this
study. Properties of fresh and spent catalysts are
listed in Table (1).

1-2 Gases

1-2-1 Nitrogen

Nitrogen was supplied from Baghdad factory for
drug industry with purity 99.9 %.

1-2-2 Helium

Helium was supplied from AL-Mansour plant with
purity 99.9 %.

1-3 Liquid Nitrogen

Liquid Nitrogen was supplied from Baghdad
factory for drug industry with purity 99.9 %.

2- Physical adsorption by ASTM BET
method

BET method covers the determination of nitrogen
adsorption and desorption isotherms of catalysts
and catalyst carriers at the boiling point of liquid
nitrogen. A static volumetric measuring system is
used to obtain sufficient equilibrium adsorption
points on each branch of the isotherm to
adequately define the adsorption and desorption
branches of the isotherm, provides data for
establishing the pore shape and pore size
distribution of catalysts.

The apparatus of physisorption shown in fig.1
consist measuring device, vacuum pump, two gas
supplies, sample container, manometer and liquid

nitrogen coolant. (ASTM, D4222-83, 1986).
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Prior to determination of adsorption isotherm, all
physisorbed material was removed from the
surface of the adsorbent. This is achieved by
exposure of the surface to high vacuum with
heating at 250 C° for 3 h.

Then dead space volume is determined by adding
helium gas into the system, and recording the
pressure ( Py ) and temperature (Ty;),then
opening sample valve to admit helium to the
(Pyo)

temperature (Ty,) at equilibrium. The vacuum

sample, recoding the pressure and
valve was open to remove the helium gas and to
obtain the desired value of vacuum pressure.

The adsorption isotherm was determined by
adding nitrogen, step wise to the system, and
recording the pressure P(;.n) and the temperature
Tig+n , where n= 0,1,2,3..etc ,then valve of
sample container was open for admitting nitrogen
to the catalyst, and P, (m) and T, (11n), Were
recording at equilibrium For recording
multipoint of adsorption isotherm repeating the
steps above.

After reaching to the saturation adsorption when
there is no change in pressure noticed, the
desorption isotherm procedure was started, which
and

is summarized in recording pressure

temperature after each evacuated interval.

Method of Calculation
Volume of nitrogen in the dead — space Vds(i)
calculated by equation 1. (ASTM,D4222-83,1986)

0.05P,,
760

Volumetric factor of dead space and

Vds(i) = (Vs + P, ){H (1)

Where ,Vg

was calculated by equation 2.
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Vs=2732-—P,,

Where,

Vd= Volume of manifold (cm’)

Py = Initial hydrogen pressure (torr)

Ty = Temperature of manifold at initial helium
pressure (K)

Py = Helium pressure at equilibrium (torr)

Ty, = Temperature of manifold after equilibrium
K)

The quantity of gas adsorbed was calculated by
equation 3.

V(i) =V 2(i) —Vds(i)]
Ws

Vad (i) = (3)

Where, V1(i) volume of N, in manifold + volume
valve open and calculated by equation 4.

)
V1) = (vd +VX){—1“+”) x—273'2}

4)
1(1+n) 760

V2(i) =Volume of N, in manifold + volume of

valve calculated by equation 5.

V200 = Ve +VX){ Pagien) 273.2} )

2(1+n) 760

Where,

Vx = Volume of extra volume bulb (cm’)
Pi(1+n) = Initial N, pressure (torr)

P5(11n) = pressure after equilibrium (torr)
Tia+n = Manifold temperature of initial N,
pressure (K)

Ty = Manifold temperature after equilibrium
(K)

Total inventory of nitrogen Vt(i) in the system

calculated by equation 6 :

vd Re 1o732]-[ B2 0732 2)
760 2|\ T, T,
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Vi(i) =Vt - 1) +VI1i)-V2(3i-1)
Where ; Vt o) =0

(6)

Surface area by the BET plot was calculated by

equation 7.

Vi x N x Ny
22414x10"*nm* / m?

Sger(M 2/9) = @)
Where, Vy Volume of adsorbate required to
complete one statistical monolayer (cm’/g), I

intercept, and S, slop were calculated using

equations 8, 9, 10, respectively
(Richardsony,1989).
1
V, = 8
MS ®
= ©)
v, C
s-L-1 (10)
Vv, C

N= Avogadro’s number (molecule/mole)

N,= surface area of gas molecule (for N,=0.168).
C = Constant, indicator of adsorbate — surface
interaction.

Heat of adsorption (E;-E;) by nitrogen gas

determined from equation 11 (S.Brunauer, 1938)

E;—E;=RTInC (11)
Where,
E, = average heat of adsorption in monolayer

(J/gmol).
E, = heat of condensation ( J/gmol).

R= gas constant.

T= temperature of experiment (77 K).

Pore Size Distributions

Pore radius r, obtained from equation12.
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r, =Ty +1 (12)
Where 1, Kelvin radius was calculated by Kelvin
equation 13, assuming zero wetting anglesf.

(K.S.W.Sing,1976).

h{i} _ 22V cos g (13)

p° r.RT

P = equilibrium vapor pressure of liquid (torr)
P’=

exhibiting a plane surface (torr)

equilibrium pressure of the same liquid

y =surface tension (N /m?)

V' = Molar volume (mol/ m?)

0 = contact angle with which the liquid meets the
pore wall

The film depth t (A°) calculated from the Halsey
equation 14(Lowell.S,1984):

=

13 .99

(14)
0.03 y — log ( PPOJ

t =

The actual pore volume V,, evaluated by recalling
the volume evaporated out of the center cores plus
the volume desorbed from the film on the pore
walls was calculated by equation 15.

2

T | fav,]

AVp = T (15)
Where, F p» and Fk are the mean two incremental
values of r,, and ry respectively.

AV ,the amount of the decrease in gas condensate

in the pores calculated by equation 16.

AVk = AVgas - AVqu (16)
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Where, AV, difference in interval gas adsorbed
and AV, Volume of liquid determined by
equation 17 (Lowell,1984).

AV;, = 0.064 x AtY AS,

(17)

lig
Where, AS, surface area of the pore walls

calculated from the pore volume by equation 18.

(K.S.Sing,1982).

AV,

AS, =31.2—= (18)
Ip

The total specific surface of catalyst calculated by

equation 19.

Sit, = Sger + ZASP (19)

The percentage of the internal S;,, and external
Sext. surfaces calculated by equations 20 and 21

respectively.

AS
%S, = Lxloo

tot

(20)

%S, = P 100

tot.

1)

Specific pore size Vp calculated from equation 22.

V, =0.00156 x > AV (22)

3-Chemisorptions by Volumetric Apparatus

Volumetric chemical adsorption was done in
volumetric apparatus using hydrogen gas at room
temperature on fresh and spent Co-Mo\Al,O;
catalysts .

The numbers of cobalt atoms exposed on the
catalyst surface were evaluated by measuring the
adsorption at room

hydrogen temperature
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according to a procedure and method of calculation
described in the literature (abdul-Halim 2002).

The amount of adsorbed H, covering the catalyst
surface with monomolecular layer was obtained by
extrapolating to zero the curve relating the amount
of H, adsorbed to the adsorption equilibrium
pressure of Hy.

Metal area was calculated by equation 23.

NmXm
M

A=

(23)

Where ,Nm is the monolayer coverage at zero
pressure expressed in surface atoms per gm metal
determined by back extrapolation to zero pressure,
M is the number of metal atoms per unit area of
crystalline surface and Xm is the chemisorptions
stoichiometry which is to be taken
(Geus.j.W,1971) .

The percentage metal dispersion D is defined as

one

the ratio of the number of the surface atoms to the
total number of metal atoms present in the sample.
Percentage metal dispersion can be calculated from

the catalyst composition and the metal surface area

by equation 24 .
D = ﬂ (24)
NaX

Where ,W is the molecular weight of metal, N is
Avogadro’s number, a is the area per surface metal

atom, X is the mass fraction of a metal.

Results and Discussion
Physisorption
1- Surface area

BET plots (P/ P° Vs P[V(P’ — P)]) are shown in
Figures 2 and 3 for fresh and spent Co-Mo\AL,O;
used to

catalysts, respectively. These plots

calculate the volume of gas adsorbed at monolayer
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coverage. The results of surface area values for
fresh and spent Co-Mo\Al,O; catalyst show a
decrease in the surface area of spent catalyst. This
may be due to blockage a lot of pores or
deformity of crystalline surface due to high
temperature leads coke deposition and thermal
deactivation caused by long time work at
relatively high temperature of HDS process
(J.Kiurski,1998) . These results well agreed with
those obtained by Jim Linder (Jim Linder et

al,1992).

The higher value of E;-E2 for fresh catalyst
compared with spent catalyst (Table 2) means
that some fraction of surface is unoccupied in
spent catalyst and the energy of the adsorption
process on a surface located in a narrow pore
would be different from that in a wide pore. The
sizes of the pore can influenced both the
poisoning characteristics of the surface of fresh
and spent catalysts (S.H.AL-Khowaiter,1996).
High value of E|-E; in fresh catalyst also means
higher affinity between nitrogen gas and catalyst

surface ( L.F.Jones,1977).

2. Pore Size Distribution

Tables 3 and 4 show the pore size distribution
calculations of fresh and spent catalysts,
respectively. The values of internal surface
area in two samples occupied more than 50 %
from the total surface area, and the reduction
occur in both internal and external surface
area of the spent catalyst .This means that a
reduction in pore sites is occur and this lead to
a reduction in the activity of catalysts and this
is may be due to carbon deposition or
blocking some pores leading into catalyst
activity reduction.

Figures 4 and 5 show pore size distribution
of fresh and spent catalyst, respectively. The
adsorption curves exhibits behavior type four
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according to BET classification, so the pores
of these samples are cylindrical.

Chemisorptions

Table 5 shows the results of monolayer coverage,
metal area and dispersion of fresh and spent
catalysts. It was noticed that metal surface area of
spent catalyst reduced compared with fresh which
indicates that the amount of hydrogen adsorbed on
fresh catalyst is higher than that for spent catalyst.
Lower percentage of dispersion for spent catalyst
compared with fresh may be due to damage some
of metal atom which play as active metal in
catalyst (Satterfield,C.N,1969) .This is well agreed
with the earlier study of Anderson and Dehghani
(Anderson et al, 1949; A.Dehghani, 2009).The
high temperature in reactor up to 673k may be the
cause of poisoning some of the active sites of
catalyst, so, the activity of catalyst

decreased. Also the sintering and chemical
deposition materials during operation leads to
deactivation  of spent HDS  catalyst
(S.Kressmann,1998).This results well agreed with

those obtained by Mikhail (Mikhail,R,1973).

Figures 6 and 7 show hydrogen chemisorption
isotherms of fresh and spent catalysts, respectively.
The values of monolayer coverage obtained in the
chemisorption curves show that the the amount of
hydrogen chemisorbed in the smaller pore grows
rapidly, and then becomes slower until reaching
monolayer coverage.
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Table 1 Properties of Fresh and Spent CoMo/Al,O; catalysts

Fresh CoMo/Al,Oj3 catalyst Spent CoMo/Al,O3 catalyst
Mo , wt% 12 Mo , wt% 12.6
CoO , wt% 4 CoO , wt% 52
NiO , wt% 0.06 NiO, wt% 0.13
Fe , wt% 0.03 Fe, wt % 0.06
SO, , wt% 1.5
Al,O4 Balance
Form Extrudate
Normal Size ,mm 2.5
Surface Area , m*/g 280
Pore Size , Cm’/g 0.55
Porosity % 0.67 Porosity % 0.38

heat of adsorption

Table 2 Monolayer Capacity, Surface Area and

Catalyst Vi SBET E, -E;
Cm’/g m*/g J/gmol
Fresh Co-Mo\Al,O; 62.88 | 273.76 | 2878.898
Spent Co-Mo\ALLO; | 28.169 | 122.625 | 878.766

46




Tariq M.Naife

ADSORPTION STUDY OF HYDRODESULPHURIZATION
CATALYST

Table 3 Pore Size Distribution of Fresh Catalyst

Ik t Ip rp | Tk | At |AVes |[AVig|[AVi| AV, | AS, | 3AS,
PP’ | Vi
0.964 |300.8 [259.3 [18.2]277.5 |237.6 |220.4 |21 |[1.1 00 [11 [13 [o02 Jo.2
0949 [299.7 [181.6 [16.1 1977 | 1781 |162.6 |1.2 | 0.3 00 [03 [03 [o01 |03
0936 2994 [143.7 [14.9]158.6 |123.1 |109.7 |29 |55 01 [54 [67 [17 |20
0828 [2939 [757 [12.0]87.7 |746 |62.8 04 |34 01 [33 [46 [19 |39
0827 [2905 [50.7 [11.6]61.6 |53.9 |43.3 21 |53 05 [48 [74 [43 |82
0772|2852 [367 [9.5 |462 |41.7 |23.6 08 |[10.7 04 [103 |16.8 [125 |207
0717 2745 [285 [87 |372 |341 |527 0.6 |29.6 08 [288 [50.7 [464 |67.1
0661 2449 [229 [81 [31.0 [288 |209 0.5 [59.5 21 [574 |1089 [117.9 |185.0
0.607 |1854 [19.0 [7.6 |266 |248 |17.4 0.5 [41.5 59 [356 |723 [909 [275.9
0550 [1439 [159 [7.1 |23.0 |21.6 |147 03 [215 53 [162 |379 [504 |3263
049 [1224 [135 [68 [203 [19.1 |[12.5 03 [13.6 63 |73 [17.0 [27.7 |354.0
0439 [1088 [115 [6.5 |18.0

>(ASp)=354.0 m?/g

,Stora=273.76+354.0=627.76 M*/g ,Sex. %=43.7

,Sint. %=56.3 ,V,=0.5 Cm?%/g

Table 4 Pore Size Distribution of Spent Catalyst

P/P’ | Ve | T t b | Ty | Tk | At | AVe |AVie |[AV| AV, | AS, | 3AS,
0.964 | 260.2 |259.3|18.2|277.5|245.8228.4 | 1.6 | 0.6 00 |06 |07 o1 [o1
0.953 259.6 197.5] 16.6 | 214.1 | 187.6 | 171.8 | 1.6 | 0.3 0.0 0.3 0.4 0.1 0.2
0.937 259.3 146.1 | 15.0 | 161.1 | 124.8 | 111.2 | 2.9 | 5.2 0.0 5.2 6.5 1.6 1.8
0.883 254.1 764 | 12.1 | 88,5 |74.6 | 63.3 1.6 | 11.6 0.2 11.4 | 15.8 6.6 8.4
0.828 242.5 50.3 10.5]60.8 | 53.4 |43.5 1.1 | 32.9 0.6 32.3 | 48.7 28.4 | 36.8
0.772 209.6 36.7 |94 |46.1 |41.7 | 32.7 0.7 | 58.3 1.6 56.7 | 92.2 68.9 | 105.7
0.718 151.3 28.7 | 8.7 |374 |34.3 | 25.9 0.6 | 40.1 4.1 36.0 | 63.1 57.4 | 163.1
0.663 111.2 23.1 |81 |31.2 |289 |21.1 0.5 | 214 5.2 16.2 | 30.4 32.8 | 195.9
0.608 [89.8 [19.1 |7.6 |26.7 [249 [175 [0.4 |9.9 50 [49 [9.9 [12.4 [208.3
0.552 79.9 16.0 | 7.2 | 23.2

>(AS;)=208.3 m

’/g ,Stota=122.625+208.3=330.925 M?/g ,Ses. %=44.9 ,Si. %=55.1 ,V,=0.417 Cm%/g

Table 5 Results of chemisorption calculations

Catalyst Ns (Monolayer | Area | Dispersion
Coverage of , %
Monolayer H, ) | m /g
fresh 6.34x10% 50.72 88.76
CO-MO\A1203
spent 4.88 x10% 39.04 57.13
CO—MO\A1203
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ADAPTIVE CYCLIC PREFIX LENGTH FOR CONVOLUITIONAL
CODE OFDM SYSTEM IN FREQUENCY SELECTIVE CHANNEL

Ashwaq A. Abed Aljanaby Malathe Salah AL-Deen
University of Baghdad / Engineering college

ABSTRACT:

Orthogonal Frequency Division Multiplexing (OFDM) is one of recent years multicarrier
modulation used in order to combat the Inter Symbol Interference (ISI) introduced by frequency
selective mobile radio channel. The circular extension of the data symbol, commonly referred to as
cyclic prefix is one of the key elements in an OFDM transmission scheme. This paper study The
influence of the cyclic prefix duration on the BER performance of an OFDM-VCPL (Orthogonal
frequency division multiplexing - Variable Cyclic Prefix Length) system and the conventional
OFDM system with frame 64-QAM modulation is evaluated by means of computer simulation in a
multipath fading channel. The adaptation of CP is done with respect to the delay spread estimation
of the channel.

sduadAl)
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O 4wl o5 (3 (convolutional coded OFDM) ¢)a) aUai e (OFDM-VCPL) a2 il adlaiallasatiall apill
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INTRODUCTION:

Orthogonal frequency division multiplexing
(OFDM) is an important broadband wireless
communication scheme. Originally developed
in the late 1950s and 1960s , is being used or
considered in various wireless communication
systems.(Peter Fertl,2009 & Gregory E.
Bottomley ,2006) In a
communication the signals that are send from

wireless

a sender to a receiver can follow multiple
paths
(attenuation, delay, etc.). This is called multi-
path  propagation. This multi- path
propagation of a wireless channel often
introduces Inter Symbol Interference (ISI).(
Jeroen Theeuwes,2004)

To counteract the ISI, the high efficiency
Orthogonal frequency division multiplexing
(OFDM) modulation first splits the high- rate
data stream into a number of parallel sub-
streams and modulates them onto different
orthogonal sub- carriers and thus lower the
symbol rate, and then add a Cyclic Prefix
(CP) to the head of each symbol to reduce the
influence of adjacent symbol interference.(
ZHANG Zhao ,2004)

Although the concept of Cyclic Prefix has
been traditionally associated with OFDM
the CPs are crucial to OFDM
system, they introduce significant overhead.
For example, in 802.11 a wireless LAN, a
fixed proportion of 1/5 of the energy and time
is spent on CPs. As system design rule, the
CP length should be about two times the RMS
(Root- Mean- Squared) delay spread (Van
Nee and Prasad,2000).

Obviously, the RMS delay spread is not

with each its own characteristics

systems,

constant in a wireless mobile communication
environment. Conventional OFDM system
usually chooses a fixed CP length based on
the average or even maximum delay spread
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the mobile terminal
According to a measurement conducted in
(Van Nee and Prasad,2000), when the mobile
terminal is in an office building room, the
RMS delay spread is about 35ns, but when the
mobile terminal moves into a factory, the
RMS delay spread will change to 300 ns. If
the receiver is designed based on the
measurement in the office, it will undergo
severe ISI when the user moves to a factory.

On the other hand, if the receiver is designed
according to the measurement in the factory,
some of the guard interval is unnecessary
which will consume the scarce spectral and
power resources but achieve no extra gain. So
it is natural to think that if we can estimate the

may  experience.

RMS delay spread and change the length of
CP accordingly, the overhead of CPs will be
reduced when delay spread becomes large.
(ZHANG Zhao ,2004 & Van Nee and
Prasad,2000)

THE BLOCK DIAGRAM OF OFDM:

In the fig-1-, a classical OFDM transmission
scheme using FFT (Fast Fourier Transform) is

illustrated. The input data sequence is
baseband modulated, using a digital
modulation scheme. Various modulation

schemes could generally be employed such as
BPSK, QPSK (also with their differential
form) and QAM with several different signal
system, 64-QAM
method is chosen in order to encode the

constellations. In our
binary information. Data is encoded ,,in-
frame” (the baseband signal modulation is
performed on the serial data, that is inside of
what we name a , DFT frame”, or
equivalently an OFDM symbol). The data
symbols are parallelized in N different sub-
streams. Each sub-stream will modulate a
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separate carrier through the IFFT modulation
block, which actually generates the OFDM
symbol,  performing  the
modulation. A cyclic prefix is inserted in
order to eliminate the inter-symbol
interference. The data are back-serial

converted, forming an OFDM symbol that
will modulate a high-frequency carrier before
its transmission through the channel. The
radio channel is generally referred to as a
linear time-variant system. To the receiver,
the inverse operations are performed in order

to estimate the transmitted symbols.( Werner
Henkel ,2002 & Marius Oltean ,2003)

multicarrier

CYCLIC PREFIX:

Cyclic prefix is a crucial feature of OFDM
used to combat the Inter- Symbol-
Interference (ISI) introduced by the multi-
path channel through which the signal is
propagated. The basic idea is to replicate part
of the OFDM time- domain waveform from
the back to the front to create a guard period.
The duration of the guard period Tg should be
longer than the worst- case delay spread of
the target multi- path environment. However
the use of CP reduces the efficiency of the
system by the factor N/ (N+V) (where V is the
length of CP).( Buthaina Mosa Omran,2007)
Fig-2- illustrates the idea. At the receiver,
certain position within the cyclic prefix is
chosen as the sampling starting point, which
satisfies the criteria

Tmax< Tx<Tg

where Tn.x 1S the worst- case multi- path
spread. As illustrated in the following figure,
once the above condition is satisfied, there is
no ISI since the previous symbol will only
have effect over samples within [0, Tmax |.
(Yun Chiu ,2000)

Generally, the radio channel exhibits both

time variant and frequency selective
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characteristics. If we shall consider however
that the channel parameters remain unchanged
during the transmission of an OFDM symbol,
the way that the transmission medium distorts
each particular frame is similar to the
distortion caused by an electric filter.(
B.Sklar,1997) Under this assumption we can
consider the equivalent discrete response of
the channel as a linear FIR filter of order L, of
which the equation is given below:

(1

the equivalent baseband signal at the channel
output can be obtained by the operation of
convolution, as follows:

2

yvep[n] = xep(n) = h (n)

Discarding the L CP samples from the
received sequence, the remaining (useful)
signal can be expressed as:

o T
x(n) & h(n)

€)

Where " ®" denotes the circular convolution

operator.( Chini A., 1994)

The noticeable thing about the eq.3 is that the
circular convolution preserves the temporal
support of the signal. In our case ,N
transmitted signal samples convolved with
L+1 channel impulse response samples will
conduce to a received symbol of length N that
will be used in the demodulation process.
Since the circular convolution will not
"spread" the signal, the receiver can
independently process each data block. The
interference from the previous transmitted
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blocks is totally eliminated through this
operation of CP insertion/extraction.
Furthermore, since x[n]= IDFT{X[k]} and
taking into account the effect of the DFT
demodulator, the received symbols Y[k] can
be expressed as:

Y(k) = DFT{IDF T{X(k)} ® h(n)}, k=0,1..., N-1

(4)

Since the DFT of a circular convolution

of two discrete time signals will conduce

to a spectral multiplication:

Y(k) = DFT{IDFT{X(k)}}.DFT{h(n)}
(5)

= X(k).H(k) k=0,1,...,N -1
where H[k] represents the sampled
frequency response of the equivalent

baseband discrete channel, corresponding to
the frequencies Qi=k(2n/N). The crucial
consequence of the relation above is that each
modulation symbol X[k] could be recovered
to the receiver by a simple pointwise division
operation, commonly referred to as a
"one-tap frequency domain equalizer", as
can be seen from the relation (6).

T=Y(k).H (k)

k=0,1,....,N-1 (6)

FREQUENCY SELECTIVE CHANNEL
MODEL:

In wireless communications systems, the
transmitted signal typically propagates via
several different paths from the transmitter to
the receiver. This can be caused, e.g., by
reflections of the radio waves from the
surrounding buildings or other obstacles, and
is typically called multipath propagation.
Each of the multipath components have

generally different relative propagation delays
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and attenuations which, when summing up in
the receiver, results in filtering type of effect
on the received signal where different
frequencies of the modulated waveform are
experiencing different attenuations and/or
phase changes. This is typically termed
frequency-selective fading. (Eero Maki-
Esko,2007)
Frequency-
characterized by a constant gain and linear-
phase response over a bandwidth that is
smaller than the bandwidth of the signal to be
transmitted. Equivalently, in the time domain,
the length of the impulse response of the
channel is equal to or longer than the width of
the modulation signal.( Haris Vikalo,2004)

selective channels are

SYSTEM MODEL:

The proposed adaptive OFDM system used in
the test is shown in Fig-3-The system
consists of a transmitter, a receiver and a
frequency selective channel.

At the receiving end, the channel estimation is
performed and the channel frequency
response is used in estimation of the delay
spread. This delay spread is feedback to the
transmitter to adapt the length of the cyclic
prefix, so when the delay spread is large, the
length of the CP increase and when it small
the length of the CP decreases.

The transmitter codes the input data by the

convolutional coder, that is efficient in the
multipath fading channel. The encoded data
are punctured to generate high code rates
from a mother code rate, The coded serial bit
sequences are converted to the parallel bit
sequences and then modulated. The OFDM
time signal is generated by an inverse FFT
and is transmitted over the Rayleigh fading
channel after the cyclic extension has been
inserted. In the receiver side, the received
signal is serial to parallel converted and
passed to a FFT operator, which converts the
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signal hack to the frequency domain. This

frequency domain signal is coherently
demodulated. Then  the binary data is
decoded by the Viterbi hard  decoding

algorithm.

Punctured Convolutional Codes

The characteristics of a wireless channel
typically vary with time, and therefore to
obtain optimal performance it is necessary to
adapt the error coding scheme to the changing
channel characteristics. Code puncturing
allows an encoder / decoder pair to change
code rates, 1.e., code error correction
capabilities, without changing their basic
structure.

Code puncturing involves not transmitting
certain code bits. The encoder for a punctured
code can be fabricated using the original low-
rate convolutional encoder followed by a bit
selector which deletes specific code bits
according to a given puncturing rule. Only the
bit selection rule is changed to generate
different rates of codes. At the receiver side, a
Viterbi decoder based on the mother code
decoder is used for decoding the punctured
codes of the family.

To decode different rate codes, only metrics
are changed according to the same puncturing
rule used by the encoder (the deleted bits are
not counted when calculating the path
metrics). Fig-4- shows the puncturing pattern
of IEEE802.11a used to generate 3/4 code
rate, coming from the mother code rate , high
lighted bits are the deleted bits (Fernando H.
Gregorio,2000).

Channel Estimation and Equalization

Channel estimation can be achieved
by transmitting pilot OFDM symbol as a
preamble. To design a channel estimator for
wireless systems with both low complexity
and good channel tracking ability, one must
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choose a way of how pilot information
(data/signals known to the receiver) should be
transmitted. These pilots are usually needed
as a point of reference for such estimator.

A fading channel requires constant tracking
so pilot information has to be transmitted
more or less continuously. However, an
efficient way of allowing continuously update
channel estimate is to transmit pilot symbol
instead of data at certain location of the
OFDM time frequency lattice.

Assuming P is the transmitted pilot data, the
received signal after FFT is:

Y (k) = HK)P() +W (k) (7

Where w(k) is the noise components, and
since, the pilot data is known at the receiver,
then the simplest way to estimate the channel
is by dividing the received signal by the
known pilot :

H(K) = Y(K)/P(K) 3

Where H(K) is the estimate of the channel,

and without noise, this gives the correct
estimation. When noise is present, there could
be an error (Buthaina Mosa Omran ,2007).
The channel estimation can be performed by
either inserting pilot tones into all of the
subcarriers of OFDM symbols with a specific
period or inserting pilot tones into each
OFDM symbol.

Although the guard time which has longer
duration than the delay spread of a multipath
channel can eliminate ISI because of the
previous symbol, but it is still have some ISI
because of the frequency selectivity of the
channel. In order to compensate this
distortion, a one-tap channel equalizer is
needed. At the output of FFT on the receiver
side, the sample at each subcarrier is
multiplied by the coefficient of the
corresponding channel equalizer.( Kamran
arshad,2002)
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DELAY SPREAD ESTIMATION:

The knowledge about the delay spread of

the channel can be used for designing better
systems which adapt themselves to the
changing nature of the transmission
media.(Tevfik, 2006)
We consider a noisy time-varying channel
characterized by its impulse response
h; m(1=0,1,..... L) with L <N, the maximum
delay and by the noise nm,i assumed AWGN
with variance 62.

We propose a delay spread estimator
based on the frequency correlation function of
the channel estimate in frequency domain.
According to the (El Kefi Hlel, 2003) the
channel frequency correlation function at a
given OFDM symbol is defined by:

Tz (Af) =

P )

JeTTa=]

where o is the variance of the channel
frequency response, &Af is the sub-channel
spacing of the OFDM symbol and 7 is the
channel delay spread.

Two ML estimates of oz and 7y (Af) are
given by the following expressions:

P (Af) = o Zics Z2g Hy Ay
(10)
and
G2=——YVIIYPI-'H A
1 NP1 =N i [ [
(11)

Where Po and P1 are integers >1.
Finally, the estimation of the delay spread can
be deduced using equations (9),(10) and (11):
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Decoding

There are several different approaches to
decode convolutional codes. These are joined
in two basic categories, Sequential decoding
and Maximum Likelihood decoding (Viterbi
decoding).

The Viterbi decoder examines an entire
received sequence of a given length. The
decoder computes a metric for each path and
makes a decision based on this metric. All
paths are followed until two paths converge
on one node. Then the path with the higher
metric is kept and the one with lower metric is
discarded. The paths selected are called the
Survivors.

For an N bit sequence, the total number of

N
possible received sequences is 2 . The Viterbi
algorithm applies the Maximum Likelihood
principles to limit the comparison to 2 to the
power of kL surviving paths instead of
checking all paths. The most common metric
used is the Hamming distance metric, Hard
Decoding. This is just the dot product
between the received codeword and the
allowable codeword. (Fernando H. Gregorio
,2006)

SIMULATION RESULTS:

We evaluate the performance of the proposed
scheme by choosing communication link of
Tx/Rx for adaptive OFDM-VCPL system.
The OFDM symbol period is 4us (80
samples). The modulation is 64-QAM and the
number of sub-channels is 64 carriesr,
sampling frequency 20 MHz, and sampling
time 50 nsec.The cyclic prefix duration 0.8 ps
(16 samples) and the data duration is 3.2 psec
(64 samples). Using frequency selective
channel with 8 paths Rayleigh fading channel
Fig.-5-, sample time 50 nsec, max Doppler
frequency is 30 Hz the

paths gains=[-1 -2 -3 -4 -5 -6 -7 -8]dB
and

Pathsdelay=[1 2 3 4 5 6 7 8]*Tsec
In order to change the length of the cyclic
prefix adaptively, we must estimate the
channel impulse response, and the delay
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spread of it. Fig-6- shows the normalized
mean square error (NMSE) of the delay
spread estimation verses SNR.

When we know the delay spread of channel
then the duration of the CP of the next
transmission as  2* (max delay spread)
according to the design rule(choosing the
worst case of delay channel).

Fig. -7- shows the BER performance of the
OFDM system. The BER is obtained under
the assumption that synchronization and
carrier recovery are perfect and only noise
and channel estimation error is considered.
Fig. -8- is the maximum achievable coded
data rates the system can get using 64 QAM
as its modulation method. The system with
fixed CP length can achieve 72 Mb/s. it is
fixed no matter where the transceiver is. But
for the OFDM-VCPL, its maximum coded
data rates can be as high as 90 Mb/s. it
achieves 18 Mb/s gain over fixed scheme. It is
very desirable considering that the spectrum
is very scarce.

As can be seen from the Fig.-9-, increasing
the cyclic prefix duration improves the BER
performance for the OFDM-VCPL system.
Theoretically, if the cyclic prefix duration
spans more than the maximum delay spread
of the channel, the errors can be completely
eliminated. This assumes however a perfect
knowledge of the channel impulse response
(or, equivalently, of the channel transfer
function), which is a mandatory condition for
implementing the eq.6. Since in our
implementation channel estimation techniques
are employed, the exact form of the channel
impulse response constitutes information that
can be exploited in the data estimation
process. The correct detection is entirely
based on the robustness and simplicity of the
digital modulation scheme that is involved,
namely 64-QAM. A noticeable thing resulting
from the fig.-9- is that while identical for
cyclic prefix lengths which cover the channel
impulse response, the performance degrades
for the cases where the cyclic prefix duration
becomes insufficient. Thus, if a cyclic prefix
of length 8 is used, the transmission offers the
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best performance between all the considered
situations, but only starting with a value of the
normalized delay that overtakes the length of
the circular extension for all the other cases.

CONCLUSION:

An adaptive OFDM -VCPL system is
described .the CP length is changed based on
the estimation result. simulation result at fig.-
8- show that the system with fixed CP length
achieve 72Mb/s and with variable CP length
can achieve as high as 90Mb/s. it achieve 18
Mb/s gain over fixed scheme. The cyclic
prefix duration influences the performance of
an adaptive OFDM system. The transmission
is sensitive to the parameter obtained as
multi-path delay of channel normalized by the
cyclic prefix duration. A noticeable thing
resulting from the fig.-9- is that while
identical for cyclic prefix lengths which cover
the  channel the
performance degrades for the cases where the
cyclic prefix duration becomes insufficient.
Thus, if a cyclic prefix of length 8 is used, the
transmission offers the best performance
between all the considered situations, but only
starting with a value of the normalized delay
that overtakes the length of the circular
extension for all the other cases.

impulse  response,
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Abstract

Activated carbon prepared from date stones by chemical activation with ferric chloride
(FAC) was used an adsorbent to remove phenolic compounds such as phenol (Ph) and p-nitro
phenol (PNPh) from aqueous solutions. The influence of process variables represented by
solution pH value (2-12), adsorbent to adsorbate weight ratio (0.2-1.8), and contact time (30-150
min) on removal percentage and adsorbed amount of Ph and PNPh onto FAC was studied. For
PNPh adsorption,( 97.43 %) maximum removal percentage and (48.71 mg/g) adsorbed amount
was achieved at (5) solution pH,( 1) adsorbent to adsorbate weight ratio, and (90 min) contact
time. While for Ph adsorption, at (4) solution pH, (1.4) absorbent to adsorbate weight ratio, and
(120 min) contact time gave maximum removal percentage( 86.55 %) and (43.27 mg/g) adsorbed
amount. Equilibrium adsorption data of PNPh and Ph onto FAC were well represented by
Langmuir isotherm model, showing maximum adsorbed amounts of (185.84 mg/g) and (159.27
mg/g) for PNPh and Ph, respectively.
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1. INTRODUCTION

Phenolic compounds are classified to be
extremely toxic for human beings and for all
aquatic life. One of the most hazardous
polluting phenolic compounds to the
environment is phenol, which can exert
negative effects on different biological
processes and their present even at low
concentrations can cause unpleasant taste
and odor of drinking water and can be an

obstacle to the use of waste water
(Dabrowski et al.,, 2005). The other
important polluting phenolic is p-nitro

phenol, which is known to be persistent,
bioaccumulative, and high toxic. It can enter
the human body through all routes and its
toxic action is much like that of aniline. P-
nitro phenol aids the conversion of
hemoglobin to methamoglobin, which is
caused by the oxidation of iron (II) to iron
(IIT) with the result that the hemoglobin can
no longer transport oxygen in the body.
Therefore, the complete removal of p-nitro
phenol or in some cases reduction of its
concentration in wastewaters to an
acceptable level has become a major
challenge (Al-Asheh et al., 2004). Industrial
sources of environmental containments such
as oil refineries, coal gasification sites, and
petrochemical and pharmaceutical industries
generate large amounts of these polluting
materials (Canizares et al., 2006).

Several ways have been developed to
remove  phenolic  compounds  from
wastewaters, including electrochemical
oxidation (Juttner et al., 2000), chemical
coagulation (Tomaszewska et al., 2004),
solvent extraction (Lazarova and
Boyadzhieva, 2004), membrane separation
(Kujawski et a., 2004), and photo catalytic
degradation (Sona et al., 2007). Yet, still the
adsorption technique using activated carbon
is the most favorable method. The relative
advantages of adsorption over other
conventional advanced treatments methods
are: it can remove both organic as well
inorganic constituents even all very low
concentration, it is relatively easy and safe
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to operate, both batch and continuous
equipment can be used, no sludge formation,
and the adsorbent can be regenerated and
reused again. Moreover the process is
economical because it requires low capital
cost and there are abundant low cost
materials available which can be used as
adsorbents (Halouli and Drawish., 1995).
Activated carbon is the most popularly
used adsorbent for phenol and its
derivatives. Despite its frequent use,
activated carbon remains an expensive
material. Petroleum residues, natural coal
and woods were for along time, the main
activated carbon precursor (Guo and Lua,
2003). But, since a few years, other
precursors at low cost and easily available
were used. Biomass mainly derived from
agricultural solid waste is a preferable
option for activated carbon precursors.
Biomass materials are cheaper, renewable

and abundantly available; also these
materials constitute an  environmental
problem. As in most of the tropical

countries, agricultural by products are very
abundant in the Caribbean. The reuse of
these solid wastes can be important for the
regional economy, because high value
products are obtained from low cost
materials, and simultaneously  bring
solutions to the problem of wastes (Adiuata
etal., 2007).

Palm trees are abundant in several
countries in the world such as Iraq, Saudi
Arabia, Iran, Egypt, and  other
Mediterranean countries. The world annual
production of dates was more than 5 million
tons in 2004. Date stones as a waste stream
have been a problem to the date industry.
Therefore, its recycling or reutilization is
useful (Haimour and Emeish, 2006). The use
of date stones as a raw material produces
activated carbon of high yield with good
adsorption capacity for phenolic compounds
adsorption (Alhamed, 2008).

Basically, activated carbon can be
produced by either physical or chemical
activation. Physical activation involves
carbonization or pyrolysis of the
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carbonaceous  materials at  elevated
temperatures (500-900 °C) in an inert
atmosphere in order to eliminate the

maximum of oxygen and hydrogen dioxide
(Bouchelta et al., 2008). By chemical
activation it is possible to prepare activated
carbon in only one step. Pyrolysis and
activation are carried out simultaneously in
the presence of dehydrating agents such as
ZnCl,, H3PO,4, and KCI (Li et al., 2010).

The use of activated carbon prepared
by chemical activation with ferric chloride
for removal of phenolic compounds is not
completely new. (Olivera et al. ,2009) used
activated carbons prepared from coffee
husks by chemical activation with ferric
chloride for removal of phenol from aqueous
solutions. =~ However, there are no
descriptions of the removal of phenolic
compounds from aqueous solutions using
activated carbon prepared from date stones
by chemical activation with ferric chloride.

The aim of the present work is to study
the removal of phenol and p-nitro phenol
from aqueous solutions by adsorption onto
activated carbon prepared from date stones
by ferric chloride activation. The effect of
contact time, pH of solution, and adsorbent
to adsorbate weight ratio on the removal
percentage and uptake of these compounds
are also studied.

2. EXPERIMETAL WORK
2.1 Materials

2.1.1 Precursor: Date stones were used as
the precursor in the preparation of activated
carbon. The stones as received were first
washed with water to get rid of impurities,
dried at 110 °C for 24 h, crushed using disk
mill, and sieved.

Only the fraction of particle sizes comprised
between 1 and 3 mm was selected for the
preparation.

2.1.2 Activators: Ferric chloride (purchased
from Didactic company) of purities 99.9%
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were used as chemical for
activation of date stones.

2.1.3 Adsorbate: Phenol (Ph) and p-nitro
phenol (PNPh) (supplied by BDH chemicals
Ltd company) of purities higher than 99 %
were used as adsorbate in this study.

2.1.4 Chemicals: All other chemical used
such as hydrochloric acid , sodium
thiosulfate , iodin and sodium hydroxide
were of analytical grades.

2.1.5 Adsorbents: Commercial activated
carbon ( CAC1) ( supplied by Didactic
company) of purity 99.9% made in Espan
with surface area 1080.11 (mz/g) and bulk
density 0.454 (g/ml) , Charcoal activated
granular (CAC2) (supplied by Carlo Erba
Reagenti company), with surface area
555(m?/g) and bulk density 0.529 (g/ml) .

reagents

2.2 Activated carbon preparation

10 g of dried stones was well mixed
with 100 ml of FeCl; solution at an
impregnation ratio of 2,( activator to date
stones weight ratio), for 24 h at room
temperature. The impregnated samples were
next dried at 110 °C and stores in a
desiccator. For the carbonization of dried
impregnated samples a stainless steel reactor
(2.5 cm diameter x 10 cm length) was used.
The reactor was sealed at one end and the
other end had a removable cover with 2 mm
hole at the center to allow for the escape of
the pyrolysis gases. The reactor was placed
in a furnace and heated at constant rate of 10
°C /min and held at an activation
temperature of 700 °C for an activation time
of 1 h . At the end of activation time the
carbonized samples were withdrawn from
the furnace and allowed to cool. Then the
samples were soaked with 0.1 M HCI
solution such that the liquid to solid ratio is
10 ml/g. The mixtures were left overnight at
room temperature, and then filtered and
subsequently the samples were repeatedly
washed with distilled water until the pH of
filtrate reach 6.8 ( Tan et al ,2007). After
that, the samples were dried at 110 °C for 24
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h. Finally the samples were stored in tightly
closed bottles.

2.3 Characteristics of
activated carbon

prepared

The prepared activated carbon was
characterized by selected physical properties
including bulk density and surface area,
chemical properties including ash content,
pH and conductivity, and adsorption
properties including iodine number .

2.3.1 Bulk density

Bulk or apparent density is a measure of
the weight of material that can be contained
in a given volume wunder specified
conditions. The volume wused in this
determination includes, in addition to the
volume of the skeletal solids, the volume of
voids among the particles and the volume of
the pores within the particles. A 10 ml
cylinder was filled to a specified volume
with activated carbon that had been dried in
an oven at 80 °C for 24 h (Ahmedna et al.,
1997). The bulk density was then calculated
as follows:

bulk density = We
Vc

6]
Where Wc¢ is the weight of dried activated
carbon (g) and V¢ is cylinder volume packed
with dried activated carbon (ml).

2.3.2 Ash content

The ash content of an activated carbon is
the residue that remains when the
carbonaceous portion is burned off. The ash
content of activated carbon was determined
by standard methods (ASTM Designation
D-2866-94, 2000). 0.5 g of activated carbon
of particle size 0.250 mm was dried at 80 "C
for 24 h and placed into weighted ceramic
crucibles. The samples were heated in an
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electrical furnace at 650 °C for 3 h. Then the
crucibles were cooled to ambient
temperature and weighed. The percent of ash
was calculated as follows:

Ws3-W
ash (%) = —— 22 %100 )
Wsi
Where Wg; is the weight of crucible

containing ash (g), Wg, is the weight of
crucible (g), and Wg; is the weight of
original activated carbon used (g).

2.3.3 Moisture content

The moisture content of prepared
activated carbon was determined using oven
drying method (Adekola and Adegoke,
2005). 0.5 g of activated carbon of particle
size 250 um was placed into weighed
ceramic crucible. The samples were dried at
110 °C to constant weight. Then the samples
were cooled to ambient temperature and

weighed. The moisture content was
calculated by the following equation:
Wms - W
mositure (%) = —— " x100  (3)
mi
Where W,; is the weight of crucible

containing original sample (g), Wy, is the
weight of crucible containing dried sample
(g), and Wy, is the weight of original sample
used (g).

2.3.4 pH measurement

The pH value of prepared activated
carbon was determined by immersing 1 g
sample in 100 ml deionized water and
stirring at 150 rpm for 1 h and the pH of
slurry taken (Egwaikhide et al., 2007).

2.3.5 Conductivity measurement

Electrical conductivity was measured by
using the method of (Ahmedna et al. 1997).
A 1 wt% solution of sample in deionized
water was stirred at 150 rpm at room



Number 1

temperature for 20 min. Electrical
conductivity was measured using an EDT
instrument BA 380 conductivity meter with
values micro siemens per meter (Us/m).

2.3.6 Iodine number

lodine number is defined as the
milligrams of iodine adsorbed by one gram
of activated carbon. Basically, iodine
number is a measure of the micropore
content of activated carbon (0 to 20 A) by
adsorption of iodine from solution. Iodine
number of the prepared carbon was
determined as follows: 10 ml of 0.1 N iodine
solution in a conical flask is titrate with 0.1
N sodium thiosulfate solution in the
presence of 2 drops of 1 wt% starch
solution as an indicator, till it becomes
colourless. ~The burette reading is
corresponding to V,. Then weigh very
accurately 0.05 g of activated carbon and
add it to conical flask containing 15 ml of
0.1 N iodine solution, shake the flask for 4
min and filter it, then titrate 10 ml of filtrate
with standard sodium thiosulfate solution
using 2 drops of starch solution as indicator,
now the burette reading is corresponding to
Vs. The iodine number was then calculated
by using the following equation (Lubrizol,
2007):

_ (Vb-Vs).N.(126.9).(15/10)
- M

IN 4)

Where IN is iodine number (mg/g), V, and
Vs are volumes of sodium thiosulfate
solution required for blank and sample
titrations (ml), respectively, N is the
normality of sodium thiosulfate solution
(mole/l), 126.9 is atomic weight of iodine,
and M is the mass of activated carbon used

(g

. 2.3.7. Surface area
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The surface areas of the prepared
activated carbon was estimated through a
calibration curve which has a correlation
coefficient of 0.997 between the iodine
numbers and BET surface area of some
established activated carbons from the
literature (Fadhil et al., 2008) as shown in
Fig. 1.

2.4. Adsorption experiments

The ability of the prepared activated
carbons by ferric chloride activation (FAC)
to remove Ph and PNPh from aqueous
solutions was determined under batch mode
conditions. 50 ml samples of Ph or PNPh
solutions with initial concentrations of 50
mg/l were mixed with FAC of 250 pum
particle size at 0.5-2.5 adsorbent to
adsorbate weight ratio. The mixtures were
added to 100 ml Erlenmeyer flasks, and the
flasks were shaken in a shaker ( type B.Baun
Karlkolb) at 120 rpm at room temperature
for 30-150 min., aqueous solutions of
different pH 2-12 were used. The value of
pH was varied by using 0.1 M NaOH
solution or 0.1 M HCI solution. Then the
samples were filtered and the residual
concentrations of Ph or PNPh in the filtrate
were analyzed by a  UV-Visible
Spectrophotometer (Shimadzu UV-160A) at
maximum wave lengths of 269 and 400 nm
for Ph and PNPh, respectively. The adsorbed
amount at equilibrium, qe (mg/g), and
removal percentage of Ph and PNPh onto
FAC were calculated according to the
following expressions:

(C, -Ce)V
=-0 -7 5
d. W (5)
RP (%)= Co-Ce 100 (6)

o

Where RP removal percentage (%), C, and
C. are the initial and equilibrium
concentrations of Ph or PNPh solution
(mg/l), respectively, V is the volume of
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solution (1), and W is the weight of activated
carbon used (g).

2.5. Adsorption isotherm of Ph and
PNPh on FAC at optimum conditions

The maximum adsorption capacity of
the prepared activated carbon for Ph and
PNPh were determined by performing
adsorption tests in a set of 100 ml
Erlenmeyer flasks where 50 ml of Ph or
PNPh solutions with initial concentrations of
50-250 mg/l were placed in these flasks.
Then the flasks were shaken in a shaker
(type B. Baun Karlkolb) at 120 rpm at room
temperature. Other operating parameters
such as activated carbon dosage, solution
pH, and contact time were constant at their
optimum values for each of Ph and PNPh
adsorption onto FAC. The concentrations of
Ph or PNPh solutions were similarly
measured and the amount of adsorption at
equilibrium, q. (mg/g) was calculated using
Eq. (5). To determine the maximum Ph or
PNPh adsorption capacity of prepared
activated  carbon, the  experimental
adsorption data obtained were fitted to the
Langmuir isotherm model, which can be
written as follows:

(S BCe

e 1+ BCe (7)
Where q. is the amount of Ph or PNPh
adsorbed per unit mass of activated carbon
(mg/g), qm is the maximum amount of Ph or
PNPh adsorbed per unit mass of activated
carbon (mg/g), C. is the equilibrium
concentration of the Ph or PNPh (mg/1), and
B is the Langmuir constant (I/mg). The
Langmuir isotherm model which based on
the assumption of a homogeneous adsorbent
surface with identical adsorption sites has
been successfully used by many researchers
to correlate the experimental adsorption data
of phenolic compounds on activated carbons
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(Liu et al., 2010; Mohd Din et al., 2009).

3. RESULTS AND DISCUSSION

3.1 Characterization of activated
carbon prepared

The property of FAC prepared was
determined and compared with those
determines of two types of commercial
activated carbons are summarized in Table
1. The results of this table show that the
surface area of FAC is 780.06 m?/g . This
result is in agreement with that obtained by
Rufford et al. ( 2010). Who showed that the
surface area of activated carbon prepared by
chemical activation of coffee grounds with
ferric chloride was 846 m?/g . The iodine
number FAC in this study are higher than
that obtained by Haimour and Emeish
(2006), who reported an iodine number of
495 mg/g for activated carbon prepared by
chemical activation of date stones using
phosphoric acid.

3.2. Effect of solution pH

The effect of pH on the adsorbed
amount and removal percentage of phenolic
compounds onto FAC is shown in Figs. 2
and 3, respectively.

It is clear from Fig.2 that the adsorbed
amount increases with pH up to 4 for Ph and
5 for PNPh, thereafter it decreases. For
PNPh adsorption, an increase in pH from 2
to 5 leads to an increase in adsorbed amount
from 42.5 to 48.71 mg/g. While for Ph
adsorption an increase in pH from 2 to 4
causes an increase in adsorbed amount from
28.4 to 35.04. The decrease in adsorbed
amount of Ph or PNPh at high pH values
may be due to the increase in magnitude of
negative charges on Ph, PNPh, and FAC,
which generate repulsion between adsorbate
and adsorbent so that the amounts of Ph and
PNPh adsorbed begin to decrease as
mentioned by Goud et al. (2005) and Tang
et al.( 2007).
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Fig.3 shows that 70.08 % maximum
removal percentage of Ph is achieved at pH
value of 4. While for PNPh, a maximum
removal percentage of 97.43 % is obtained
at pH of 5. Therefore, the values of 4 and 5
are considered to be the optimum pH for
removal of Ph and PNPh, respectively.
Similar results were reported by Mohanty et
al. (2006) and Ofomaja (2011). They found
that the optimum pH values were 3.5 and 4
for removal of Ph and PNPh from aqueous
solutions, respectively.

3.3. Effect of adsorbent to adsorbate
ratio

Figs. 4 and 5 show the effect of
adsorbent to adsorbate weight ratio on
adsorbed amount and removal percentage of
Ph and PNPh, respectively.

Fig. 4 shows that the adsorbed amount of
Ph and PNPh on FAC decreases as the
adsorbent to adsorbate weight ratio
increases. An increase in weight ratio from
0.2 to 1.8 leads to a decrease in adsorbed
amount from 134.45 to 23.05 mg/g and from
2179 to 27.1 mg/g for Ph and PNPh
adsorption onto FAC, respectively. This
decrease in adsorbed amount with increase
in weight ratio of adsorbent to adsorbate
may be due to the split in the flux or the
concentration gradient between adsorbate
concentration in the solution and the
adsorbate concentration in the surface of the
adsorbent as mentioned by Kumar et al.
(2011).

Fig. 5 shows that the removal percentage
of Ph and PNPh increases with increasing
adsorbent to adsorbate weight ratio up to a
certain value and then there is no further
increase in removal percentage for both Ph
and PNPh. For Ph adsorption onto FAC, an
increase in weight ratio from 0.2 to 1.4 leads
to an increase in removal percentage from
53.78 to 81.83 %. While for PNPh an
increase in weight ratio from 0.2 to 1 causes
an increase in removal percentage from
87.17 to 97.43. Therefore, the values of 1.4
and 1 can be considered as the best weight
ratios which give maximum removal
percentage of Ph and PNPh, respectively.
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The increase in removal percentage with
increasing adsorbent to adsorbate weight
ratio is explained by the greater adsorbent
surface area and pore volume available at
higher adsorbent dosage providing more
functional groups and active adsorption sites
that result in a higher removable percentage
as mentioned by Li et al. ( 2010).

3.4. Effect of contact time

The effect of contact time on adsorbed
amount and removal percentage of Ph and
PNPh is shown in Figs. 6 and 7,
respectively.

The adsorbed amount of Ph and PNPh
onto FAC increases with the increase of
contact time, as shown in Fig. 6, and the
adsorption reached equilibrium in about 90
and 120 min for PNPh and Ph, respectively.
For PNPh adsorption, a rapid increase in
adsorbed amount from 35.27 to 48.71 mg/g
is achieved during the first 90 min. The fast
adsorption at the initial stage may be due to
the higher driving force making fast transfer
of PNPh ions to the surface of FAC particles
and the availability of the uncovered surface
area and the remaining active sites on the
adsorbent as mentioned by Aroua et al.
(2008). While for Ph adsorption an increase
in adsorbed amount from 33.42 to 43.27
mg/g is obtained with increasing contact
time from 30 to 120 min.

Fig. 7 shows that the equilibrium is
attained at a contact time of 90 and 120 min,
giving a maximum removal percentage of
97.43 and 86.55 % for PNPh and Ph,
respectively.

3.5. Adsorption isotherms of Ph and
PNPh on prepared activated carbon

As concluded from sections 3.2, 3.3 and
3.4 , the operating conditions which give
maximum Ph removal percentage were
chosen as 5 solution pH, 1.4 adsorbent to



Samar K. Dhidan

adsorbate weight ratio, and 120 min contact
time. While for PNPh, the operating
conditions were selected as 4 solution pH, 1
adsorbent to adsorbate weight ratio, and 90
min contact time.

The experimental equilibrium data for

Ph and PNPh adsorption at optimum
conditions on FAC are compared with
thoses for adsorption on two types of
commercial activated carbons (CAC1) and
(CAC2). These data, calculated by Eq. (5),
are fitted with Langmuir isotherm model,
Eq. (7), and presented in Fig. 8. The
calculated constants of Langmuir isotherm
equation for Ph and PNPh on the three
samples along with the correlations
coefficients values R? are presented in Table
2. This table shows that the maximum Ph
uptake of FAC, CACI, and CAC2 are
159.27, 167.97, 152.68 mg/g, respectively.
While for PNPh adsorption, the maximum
uptake of FAC, CACI, and CAC2 are
185.84, 193.77, and 165.45, respectively. It
is clear that the adsorption capacities of the
probe molecules on each activated carbon is
different suggesting that the adsorption
processes are associated with different
chemical affinities towards the adsorbent
surface area( Oliveira et al ,2009).
This result for Ph adsorption onto FAC is
higher than that reported by Oliveira et al
(2009), 60 mg/g, for activated carbon
prepared from coffee husks by chemical
activation with ferric chloride. Also, these
results are higher than that obtained by Aber
et al. (2009) for adsorption of Ph and PNPh
onto activated carbon prepared from kenaf
natural fibers using K,HPO, as chemical
activator, they showed that the maximum
adsorbed amount of Ph and PNPh were
140.84 and 136.99 mg/g, respectively.

4. CONCLUTIONS

1. A maximum PNPh removal percentage of
97.43 % and 48.71 mg/g adsorbed amount
were obtained at 5 solution pH, 1 FAC to
PNPh weight ratio, and 90 min contact time.
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2. Solution pH of 4, FAC to Ph weight ratio
of 1.4, and 120 min contact time gave
maximum Ph removal percentage of 86.55
% and 43.27 mg/g adsorbed amount.

3. Equilibrium adsorption data of PNPh and
Ph onto FAC were well represented by
Langmuir  isotherm model, showing
maximum adsorbed amounts of 185.84 and
159.27 mg/g for PNPh and Ph, respectively.
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Table 1, Characteristics of activated carbons samples .

Characteristic FAC CAC1 CAC2
bulk density (g/ml) 0.271 0.454 0.529
surface area (m’/g) 780.06 1080.11 555

ash content (%) 8.62 4.24 8.80

moisture content (%) 15.54 11.57 3.51
pH 6.5 7.3 7

conductivity (pus/m) 290 370 330

iodine number (mg/g) 761.40 1047.54 552

Table 2, Equilibrium isotherm results

Ph and PNPh isotherm results correlated with Langmuir equation

adsorbate adsorbent qm (Mg/g) B (I/mg) R’
Ph FAC 159.27 0.0436 0.985
CAClI 167.97 0.0637 0.980
CAC2 152.68 0.0212 0.974
PNPh FAC 185.84 0.1472 0.979
CACI 193.77 0.3109 0.997
CAC2 165.45 0.1011 0.987
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3-D OBJECT RECOGNITION USING MULTI-WAVELET
AND NEURAL NETWORK

Dr. Tariq Zeyad Ismail Zainab Ibrahim Abood

ABSTRACT

This search has introduced the techniques of multi-wavelet transform and neural network
for recognition 3-D object from 2-D image using patches. The proposed techniques were tested
on database of different patches features and the high energy subband of discrete multi-wavelet
transform DMWT (gp) of the patches. The test set has two groups, group (1) which contains
images, their (gp) patches and patches features of the same images as a part of that in the data set
beside other images, (gp) patches and features, and group (2) which contains the (gp) patches and
patches features the same as a part of that in the database but after modification such as rotation,
scaling and translation. Recognition by back propagation (BP) neural network as compared with
matching by minimum distance, gave (94%) and (83%) score by using group (1), (gp) and
features respectively, which is much better than the minimum distance. Recognition using (gp)
neural network (NN) gave a (94%) and (72%) score by using group (2), (gp) and features
respectively, while the minimum distance gave (11%) and (33%) scores. Time consumption
through the recognition process using (NN) with (gp) is less than that minimum distance.
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network.
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INTRODUCTION

Object recognition is at the top of a
visual task hierarchy. In its general form,
this is a very difficult computational
problem, which will probably play an
important role in the eventual building of
intelligent machines. A large number of
psychological and neurophysiologic studies
support the idea that humans represent three-
dimensional objects internally as a small set
of bi-dimensional images [R. Cesar, 2005].
View-based method has been proposed by
some researchers in which the object is
described using a set of 2-D characteristic
views or aspects. Main disadvantage of this
method is the inherent loss of information in
the projection from 3D object to 2D image.
A single 2D view-based approach may not
be appropriate for 3-D object recognition
since only one side of an object can be seen
from any given viewpoint. [M. Y. Mashor,
2004]. A better alternative is to obtain the
features from several 2-D views from a few
static cameras as suggested in this proposed
approach. An effective representation of 3-D
object properties using 2-D images is
considered. With multiple views technique
enables this technique to be used in 3-D
object modeling.

It is a classic difficult problem for a
computer to recognize images that is
because a computer lacks ability of adaptive
learning. The inductive processes embody
the wuniversal and efficient means for
extracting and encoding the relevant
information from the environment, the
evolution of intelligence could be seen as a
result of interactions of such a learning
mechanism with the environment. In
consensus with this, any one strongly
believe that the pivot of image recognition
should be arranged around learning
processes at all levels of feature extraction
and object recognition [Y. Min, 2005].

THE PROPOSED ALGORITHM
The proposed algorithm illustrated in
the following steps:
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1. Input all images of all views and I is the
number of image.

249 image for generating a training set.

68 image for generating a test set.

2. Preprocess these images by filtering them
using median filter.

3. Edge detection using canny edge detector
and select patches to get features from them.
4. Two methods of feature extraction from
the patches are used:

a. (21) features about patches shape and
location.

b. High energy subband results from
decompose each patch of each image by
using

DMWT.
5. Store the features of the training set in the
data base and the others stored as a test set
in order to be ready to inter to the image
recognition stage.
6. Recognition stage contains two methods
of recognition, minimum distance and neural
network.
Figure (1) shows the block diagram of
generation training and testing sets.

Figure (2) shows the flow chart of overall
proposed system.

The block diagram of the Image recognition
stage is shown in figure (3).

DATA BASE

The model that is stored in the memory
as a data base (reference images) consists of
(249) image, each of size (449x267), the
(gp) patches and features of each patch in
each image in each model. These images are
divided into (4) sets. The sets contain car
model 1, car model 2, airplane model 1 and
airplane model 2. They are named as: cl, c2,
al and a2 respectively. There are (3) views,
izo, side and top view (with rotation) for
each model which are named as: i, s and t
respectively. The images are named
according to the set which they are belong
to, their view and their number in this view,
i.e. c1s018 means that it is belong to (c1) set
, side view and number of image in this view
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is 18. Figure (4) shows samples of data base
images.

In the test set there are two groups
which are group (1) and group (2) each of
(34) image. Group (1) means that the test set
contains images, their (gp) patches and
patches features of the same images as a part
of that in the data set beside other images,
(gp) patches and features, While group (2)
means that the test sets contains the (gp)
patches and patches features the same as a
part of that in the database but after
modification such as rotation, scaling and
translation. Figure (5) shows samples of test
set images.

FEATURE EXTRACTION

Two methods of feature extraction are
used. The first method is the extraction of
(21) features from the patches which are
represented something about their locations
and shapes, it is used in order to compare it
with the second method of feature extraction
which use the high energy subband results
from decompose each patch of each image
by using DMWT.

Each patch is a part of object so all rules
(in this work) for the object in image is the
same as for the patch, i.e. these features are
extracted from the patches.

The location of the patch can be
determined by calculating the coordinates of
the centroid and area of each patch as in the
following steps:

*Area of object: The object area given by:

A-Z3 Al

(M

where f[i, j] represents the object pixels,

The area is thus computed as the total
number of object pixels in the object [S. E.
Umbaugh, 1995].
*Location of object: The location of the
object is usually given by the center of mass
which is given by:
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Where | and ] are the coordinates of the

centroid of the object and A is the area of
the object [T. Acharya, 2005].

Other features are:

* OQOrientation of an Object: When the
objects have elongated shape, the axis of
elongation is the orientation of the object.
The axis of elongation is a straight line so
that the sum of the squared distances of all
the object points from this straight line is
minimum. The distance here implies the
perpendicular distance from the object point
to the line [Y. Amit, 2002]. The

axis corresponds to the about which it takes
the least amount the energy to spin an object
of like shape or the axis of least inertia. If
the origin was moved to the center of
area(i, J) and @ is the angle between the x-

axis and the axis of least second moment
counterclockwise, then the axis of least
second moment (tan(26)) will be defined

as follows [S. E. Umbaugh, 1995]:

N-1N-1

220G D)

i=0 j=

tan(260) =2

DRI SN

i =0
3

i=0 j=0 =0

—
—

e Euler number of an image: It is defined
as the number of object minus the number of
holes. For a single object, it tells that how
many closed curves the object contains [S.
E. Umbaugh, 1995].

* Projection of an object onto a line: The

projections of an image provide good
information about the image. The
projections may be computed along

horizontal, vertical, or diagonallines. The
horizontal projection is obtained by counting
the number of object pixels in each column
of the image, while the total number of
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object pixels in each row yields the vertical
projection as follows [T. Acharya, 2005]:

Por )= (0, )) @)
j

Pver(j)zzf(iaj) ®))

INVARIANT MOMENTS

M.K.Hu represented the concept of the
invariant moments in 1961 firstly. The
invariant moments are the highly
compressed image features, which meet the
invariability of the translation, the ratio and
the rotation to the continuous function [Z.
Song, 2007].

Basic Theory
i. For the digital image, the discrete
invariant moments are used, the geometric

m
moments " of the (p+q)™ order (p and q
are the arbitrary non-negative integer
respectively) are:

My, =2 > iPjf(, j) (6)
j

P.a=0L2.. 5nq f(i,j) is the

function of the image value, | and j are the

where

image coordinates respectively.
ii. Because of the translation invariability of

mpq, the central moments of the (p+q)"
order are [ R. C. Gonzalez, 2002, Z. Song,
2007]:

Hog = 2D (i=D)P(j= ) i, ]) where

jzﬁ and Ho = Ho =0
Moo

b

i = mlO
mOO

(7

where 1 and ] are the image center
coordinates [Z. Song, 2007].
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The normalized central moments shown
below will add scale invariance [R. C.
Gonzalez, 2002]:

Hyq p+q
=— where r=——+1
77pq ,LerO 2

for p+9=23,. ®)

Therefore Hu made seven invariant
moments [Z. Song, 2007].

B =10 + 1

B, = (110 —1p)” + 4175,

by = (13 = 31712)" + (3115 = 71y3)’

By = (3o + 1112)" + (g +173)’°

B = (1150 = 3171 )0130 + 1111730 +10,)” =
3(n7,, "'7703)2]"‘(37721 —103)(1751 +143)
[3(775 +7712)2 — (17, +7703)2]

Ps = (1129 — N7 + 7712)2 = (1, + 7703)2] +

4y, (130 +17,)(151 +1703)

@7 =3y — 103 )30 + 11,775 +771z)2 -
3(1751 +103)° 1= (130 = 3172) (11 +1005)
(3750 +1112)" = (721 +7763)°]

©)
Invariant Moment's Expansion
The actual invariant moments are:
Ik = Loglo|¢k| (10)
where k=123,.,7

It is supposed that two images f,(i, J)

f,(i,j) have difference in the

contrast, the ratio, the translation and the
rotation, but their content is same. In order
to obtain more general discrete invariant
moments, their mutual relationships can be
expressed using the following equation:

and
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fz(I,J):kfl(I,J) Y

i cos@ sin@|i]| |t

L |=C . s

j —-sin@ cosé | j| |t (11
where K is the contrast factor; C is the ratio
factor; @ the rotation angle; and (t;,t;) are

the displacement in the 1 and | direction

respectively.

The more general discrete invariant
moments can be taken using equations (9),
(10) and (11):

I I I JI
ﬂ] =12 ﬂz =—2 133 =4 ﬂ4 =0

Il I211 3 I4

I I
ﬂs = _(i ﬂé = 1_7

4l 5 (12)
where L5y are actual invariant

moments [Z. Song, 2007].

MULTI-WAVELET TRANSFORM

Wavelet transforms provide both spatial
information about the image and also
frequency information [R. William Ross,
1999]. The resulting from the wavelet
transform is a set of two signals, each half
the length of the original. The overall effect
of the lowpass filter is a lower resolution
representation of the original signal scaled
by some factor. The high-pass filter leaves
behind only the high frequency components.
Multi-resolution analysis is accomplished by
continuing the process on the result of the
low-pass filter [H. Chung, 2002].

Until 1999, only wavelets were known.
These are wavelets generated by one scaling
function. But one can imagine a situation
where there is more than one scaling
function. This leads to the notation of multi-
wavelets [ M. Alfaouri, 2008] which are use
several scaling functions and mother
wavelets [H. Soltanian - Zadeha,2004].

Motivation of Multi-wavelets
Using several scaling functions and
mother wavelets adds several degrees of
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freedom in multi-wavelet design and makes
it possible to have several useful properties
such as symmetry, orthogonality short
support, and a higher number of vanishing
moments simultaneously. The usefulness of
these properties is well known in wavelet

design.  Symmetric  property  allows
symmetric extension when dealing with the
image boundaries, this prevents

discontinuity at the boundaries and therefore
a loss of information in these points would
be prevented. Orthogonality generates
independent sub-images. A higher number
of vanishing moments result in a system
capable of representing  high-degree
polynomials with a small number of terms
[H. Soltanian - Zadeha, 2004].

Computing  discrete  multi-wavelet
transform, scalar wavelet transform can be
written as follows [M. Alfaouri, 2008]:

H, H,L, H, H, 0 0
G, G, G, G, 0 0
0 0 H, H, H, H,
0 0 G, G, G, G, (13)
where H; and G, are low and high pass

filter impulse responses, are 2-by-2 matrices

which can be written as follows [M.

Alfaouri, 2008]:

_HO HO Hl Hl 1

HO HO Hl Hl

G, G, G, G

G, G, G, G,

0 0 0 0 H, H, H H,

0 0 0 0 H, H, H H,

0 o o o0 G, G, G, @G

| 0 0o 0 0 G, G, G, G, .|
(14)

For computing discrete multi-wavelet
transform, scalar wavelet transform matrix
must be used as in eq. (13) where a system

with H, for GHM four scaling matrices
defined as follows [M. Alfaouri, 2008]:
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L
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And a system with Gy for GHM four
scaling matrices defined as follows [M.
Alfaouri, 2008]:

—3/10\5}

[ =120
G“L/mﬁ 3/10

G [ 920 V2
B A TN
[ 920 -3/10v2
G, =
19/10v2  =3/10
G [ -1/20 o}
=
—1/10§2 0 (16)
Computation of 2-D DMWT

Algorithm

Repeated row preprocessing (Over-
sampling scheme) is used here [Sudhakar. R,
2006], so, for computing a single-level 2-D

multi-wavelet transform the next steps
should be followed:
1. Checking input dimensions: Input

matrix (patch matrix) should be a square
matrix of length NXN, where N must be
power of two. If the patch is not a square
matrix some operation must be done to the
patch like resizing the patch or adding rows
or column of zeros to get a square matrix.

2. Constructing a transformation matrix:
An NXN transformation matrix should be
constructed using GHM low and high pass
filters matrices given in eq.'s (15) and (16).
The transformation matrix can be written as
eq. (13). After substituting GHM matrix
filter coefficients values, a 2NX2N
transformation matrix results with the same

83

3-D OBJECT RECOGNITION USING MULTI-WAVELET

AND NEURAL NETWORK

dimensions as the input patch matrix
dimensions after preprocessing will be
obtained.

3. Preprocessing rows: Row preprocessing
doubles the number of the input matrix
rows. So if the 2-D input is NXN matrix
elements, after row preprocessing the result
1s 2N XN matrix. The odd rows 1, 3... 2N-1
of this resultant matrix are the same original
matrix rows values 1, 2, 3..., N respectively.
While the even rows numbers 2, 4...2N are
the original rows values multiplied by & , for

GHM system functions a= 1/ \/5 .

4. Transformation of input rows: can be

done by

a. Apply matrix multiplication to the

2NX2N constructed transformation matrix

by the 2N XN preprocessing input matrix.

b. Permute the resulting 2N x 2N matrix

rows by arranging the row pairs 1,2 and 5, 6,
., 2N-3, 2N-2 after each other at the upper

half of the resulting matrix rows. Then

arrange the row pairs 3,4 and 7, §, ..., 2N-1,

2N below them at the next lower half.

5. Preprocess columns: It can be done by

repeating the same procedure used in

preprocessing rows:

a. Transpose the 2N XN transformed matrix

from step (4).
b. Repeat step (3) to the NX2N matrix
which  results in 2NX2N  column

preprocessed matrix.

6. Transformation of input columns:

a. Apply matrix multiplication to the 2Nx2N
constructed transformation matrix by the
2Nx2N column preprocessed matrix.

b. Permute the resulting 2Nx2N matrix rows
by arranging the row pairs 1,2 and
5,6...,2N-3,2N-2 after each other at the
upper half of the resulting matrix rows. Then
arrange the row pairs 3,4 and 7.8,...,2N-
1,2N below them at the next lower half.

7. To get the final transformed matrix the
following should be applied:

a. Transpose the resulting matrix from
column transformation step.

b. Apply coefficients permutation to the
resulting transpose matrix. Coefficient
permutation is applied to each of the basic
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four subbands of the resulting transpose
matrix so that each subband permutes rows
then permutes columns.

Finally, a 2N*X2N DMWT matrix
results from the N*N original patch matrix
by using repeated row preprocessing[M.
Alfaouri, 2008].

The results of implementing this
algorithm is shown in figure (6).

The normalized energy for the DMWT
subband is computed and the high energy
subband (L1L1) will be taken as a feature
and it will be known as (gp) i.e. ghm patch
to refer to the patch after transformation by
2-D multi-wavelet transform.

CLASSIFICATION

After generating training and test sets,
they should be stored as a database to be
used later for testing and evaluation. If a
complete set of discriminatory features for
each pattern class can be found,
classification can be reduced to a simple
matching process. However, this assumption
is really too quixotic to be achieved in
practical pattern recognition problems.

Therefore, only some, or the best
discriminatory features are usually adopted.
As to classification, its aim is similar to that
of feature extraction, which is to find the
best class that is the closest to the classified
pattern [Y. Kai Wang, 1996].

RECOGNITION METHODS

After the extraction of 21 features from
each patch and the high energy subband of
each patch in the other side, the minimum
distance[T, Zeyad, 2001] and neural
network[M, Kantardzic, 2003] methods are
used.

In a Minimum distance method, when
dealing with a one dimensional vector with
more than one element, Euclidean distance
is a good measurement for the difference
between the two vectors. In this search, the
two vectors are two patches vectors which
are of the same or different size or rotation
angle, translation distance or location (one
from the test set and the other from the
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training set), i.e. the patches features vectors
of the training set and the test set and then
the (gp) patches of the training set and the
test set. So if the difference is 0, it is surely
the best match.

A neural network trained to perform a
particular function by adjusting the values of
the connections (weights) between elements.
Commonly neural networks are trained, so
that a particular input leads to a specific
target output. There, the network is adjusted,
based on a comparison of the output and the
target then the error is calculated and the
result is fed-back from output layer and the
weights are  adjusted. These  steps
represented for all the inputs in the training
set and each time the weights are adjusted.
The training continues until the mean square
error value between the values of the output
and the target reaches. Then this net will be
used to train an unknown input image that is
wanted to recognize.

In this search the parameters of NN training
are:

* Performance function is MSE.

* No. of hidden layers is 2 layers, the
activation functions used are tan sigmoid in
the first hidden layer and purelin in the
second hidden layer.

* Epoch 1000 iterations (maximum number
of epoch to train)

* Gradient is 1.00e-10

Neural network training is shown in
Figure (7).

TESTING AND EVALUATION OF
RESULTS

This example will be represented for

testing and evaluation the proposed
algorithms.
1. Enter the test image c2i03,
figure (8).

2. Preprocess the image using
median filters.

3. Apply canny edge detection
and patch selection and then
(21) features are extracted
from each patch of this
image.
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4. Decompose each patch of
this image by using
DMWT.

5. Extract the high energy
subband of each patch of
this image.

6. Matching by minimum
distance and (BP) neural
network respectively.

Recognize the image when the result is for
the same image (using above two methods),
so it is labeled as true (T) but when it is not
recognized, the result is wrong and it is
labeled as false (F).

As shown in the figure, recognize the
image except for the gp patches in group (1)
and (2) in the matching by minimum
distance which is wrong, i.e. recognize the
image for features in matching by minimum
distance, while it is recognized for features
and gp patches in group (1) and (2) in the
recognition by neural network.

The results of implementing the algorithms

of matching by minimum distance and BP
neural network are shown in table (1), where
recognize the image is labeled as true (T)
and when it is not recognized, the result is
wrong and it is labeled as false (F), i.e. when
matching the patch features of the test
image such as (cli0l) with the patch
features of the data base images by using
minimum distance, the result is (T) because
it is recognized, but when matching the (gp)
patches of the same test image (c1i01) with
the (gp) patches of the data base images the
result is (F) because it is not recognized.
while, when matching the patch features of
the same test image (c1i01) with the patch
features of the data base images by using
neural network, the result is (T) because it is

recognized and when use the (gp) patches
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the result is also (T) because it is

recognized. For (ali09), when matching the
patch features using minimum distance, the
result is (T) because it is recognized, but
when matching the (gp) patches the result is
(F) because it is not recognized. While,
when matching the patch features using
neural network, the result is (F) because it is
not recognized and when use the (gp)
patches the result is (T) because

it is recognized. For (a2i07), when matching
the patch features or (gp) patches using
minimum distance, the result is (F) because
it is not recognized. While, when matching
the patch features using neural network, the
result is (T) because it is recognized and
when use the (gp) patches the result is (F)
because it is not recognized, and so on....

Conclusions

From the above simulation one can be
concluded that the proposed techniques are
much better performance in comparison
with minimum distance for the group (1) or
group (2). Recognition by back propagation
(BP) neural network as compared with
matching by minimum distance, gave (94%)
and (83%) score by using group (1), (gp)
and features respectively, which is much
better than the minimum distance.
Recognition using (gp) neural network (NN)
gave (94%) and (72%) score by using group
(2), (gp) and features respectively, while the
minimum distance gave (11%) and (33%)
score. Using multi-wavelet transform to gain
better feature extractor to each patch and
high energy subband of multi-wavelet
transform of the patch gave high recognition
score than patches features. Time
consumption through the recognition
process using (NN) with (gp) is less than
that when using the minimum distance.
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List of Abbreviations
NN: Neural network
BP: Back-propagation
DMWT: Discrete multi-wavelet
transforms
GHM: Filter proposed by Geronimo,
Hardian, Masopute
ep: High energy subband multi-
wavelet transform (ghm patch)
HH: High-high
HL: High-low
LH: Low-high
LL: Low-low
2-D: Two dimensional
3-D: Three dimensional
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ABSTRACT

Water flow into unsaturated porous media is governed by the Richards’ partial differential equation
expressing the mass conservation and Darcy’s laws. The Richards’ equation may be written in three forms,
where the dependent variable is pressure head or moisture content, and the constitutive relationships between
water content and pressure head allow for conversion of one form into the other. In the present paper, the
“moisture-based" form of Richards’ equation is linearized by applying Kirchhoff’s transformation, which
combines the soil water diffusivity and soil water content. Then the similarity method is used to obtain the
analytical solution of wetting front position. This exact solution is obtained by means of Lie’s method of
infinitesimal transformation groups. The predicted results of the analytical solution agreed well with
available results of experiments and numerical solutions.
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KEYWARDS: Unsaturated flow, Richards’ equation, trickle irrigation, point source, Kirchhoff’s
transformation, similarity.
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INTRODUCTION

Trickle irrigation is the most common
micro-irrigation method based on supplying water
close to the rooted soil volume. This irrigation
method allows the effective wetted soil volume to
be reduced, thus, evaporation and deep
percolation (water and nutrients) to be limited.
Trickle irrigation management requires prediction
of the wetted soil volume because an over
application of water results in loss of both water
and fertilizers beyond the root zone. Information
on moisture distribution patterns under point
source trickle emitters is a pre-requisite for the
design and operation of trickle — irrigation
systems. The distribution pattern is influenced by
the soil properties and the manner water is applied
and withdrawn from the soil profile. Flow from a
point — source trickle emitter, because of its multi-
dimensional nature and high frequency of water
application, leads to complexities in modeling soil
moisture dynamics (Narda and Lubana, 2001).
Wetting pattern from trickle source can be
obtained by either direct measurement of soil
wetting in field, which is site - specific, or by
simulation using some numerical or analytical
models. In most of models, the Richards’ equation
governing water flow under unsaturated flow
conditions have been used to simulate soil water
matrix potential or water content distribution in
wetted soil. Also the hydraulic conductivity in
unsaturated flow equations is highly nonlinear and
show high spatial variable. Numerical and
analytical methods have been used to solve
unsaturated flow equations (Battam, et al., 2003).

Several studies have been conducted to
determine the flow pattern from trickle sources
(Bresler, et al., 1971; Clothier and Scotter, 1982;
Hachum, et al., 1976). Mathematical models have
been developed to analyze multidimensional
infiltration under trickle sources by using non-
linear water flow equation (Brandt, et al., 1971;
Taghavi, et al., 1984; Lafolie, et al., 1989).
Analytical solutions for the corresponding
linearized form of the water flow equation with or
without plant uptake have been developed for
steady-state conditions (Philip, 1971; Raats,
1971). The time-dependent infiltration equation
for surface sources of water with various two and
three-dimensional geometries has been treated by
Warrick (1974) and Lomen and Warrick (1976)
by using a linearization approach. By using the
unsteady, linearized solution, the wetting-front
locations during infiltration were determined by
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considering the advance of parabolas of constant
matric flux potential with time. Clothier and
Scotter (1982) and Clothier, et al., (1985) studied
infiltration from a hemispherical cavity by using
simple absorption theory. They developed an
analytical ~ solution  for  three-dimensional
infiltration with an assumption that, at early times,
the gravity term in the flow equation is
insignificant relative to the sorption term. Chung
(1987) studied a three-dimensional infiltration
from a point source by applying an alternating
direction implicit (ADI) finite difference method.
He used a Darcy-law based soil water equation
with a cylindrical coordinate system and a
constant flow rate at the point source. Two
analytical techniques for studying infiltration from
a surface point source have been proposed by
Ben-Asher, et al., (1986) and Healy and Warrick,
(1988). Analytical models provide a rapid method
for determining the wetting front position (Revol,
et al., 1997; Cook, et al., 2003). These models are
based on the assumption of a point source and
certain forms for the physical properties of soil
and water content distributions (Philip, 1984;
Revol, et al., 1997).

The analysis presented here is simplified by
the assumptions of homogeneous and isotropic
soils, no evaporation from the soil surface,
uniform initial moisture contents, no overlapping
between moisture patterns from point sources, and
gravity effects are negligible, i.e., a case of flow
in medium or fine-textured soils is considered.
The technique avoids other limitations of
analytical methods such as steady flow.

WATER FLOW EQUATION

The soil-water flow equation can be
developed by combining the continuity equation
and Darcy’s equation. The governing equation for
the soil - water flow can be expressed as (Philip,
1969):

00

—=V[K(0)Vy(0)] (1)

ot

where

0 : volumetric soil water content which is a
function of location and time, L*/L°,

K(®) : unsaturated soil hydraulic conductivity

which is a function of volumetric soil

water content, L/T,
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y(0) : total water head which is a function of the
volumetric soil water content, L,

t :time, T,
V  :the del operator (gradient operator), and
V. :the divergence operator.

It is usually convenient to separate the total
potential into gravitational and matric potentials.
Such a separation yields the general form of
Richards’ equation, or:

9 _ v [K®) v h(©)-

0K (0
oKO)
ot 0z

where
h : matric potential head, L, and

z : gravitational potential head expressed as the
depth below soil surface (positive downward),
L.

The infiltration phenomenon from a surface
point source into a homogeneous and isotropic
soil of a uniform initial volumetric water content,
0;, can be described by the equation governing

moisture flow in an unsaturated soil. The
moisture-based form is (Philip, 1969):

00 o0 K(0

—= V.[D(O)VO]——() 3)
ot 0z

where

D(0) = unsaturated soil water diffusivity, L*/T.

At short times during three-dimensional
infiltration and in medium or fine-textured soils
the gravity term in eq. (3) is insignificant relative
to the sorption term, so the infiltration process is
approximately absorption (gravity-free) with
radial symmetry (Clothier and Scotter, 1982).
Therefore, eq. (3) reduces to the nonlinear
diffusion equation (Philip, 1969):
@:V{D(e)ve]

4
ot “4)

In the present study, consider a systems exhibiting
spherical radial symmetry, then the volumetric
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water content, 0, can be expressed in terms of the
radial distance from the source, r, and the time, t.
Thus, eq. (4) can be written as:

09 _1 E[D(G)rzﬁ]

—=— 5
ot r?or or ©)

The initial and boundary conditions are (as shown
in Fig. 1):

9291, at t:O, I'>O
0=0,, at t>0, r=0,and
0=0,, at t>0, r=o0

(6)

where
r = radial distance from the source, L,

0; = initial soil water content, L*/L°, and

0, = saturated soil water content, L*/L°.

MODEL DEVELOPMENT

A similarity substitution usefully reduces
the number of independent variable in a partial
differential equation only when the variables
removed from the equation are removed also from
all the governing conditions by the same
substitution. A similarity solution of a partial
differential equation is obtained by first
transforming it into an ordinary differential
equation. The equation has been solved by two
methods one solution utilized the Boltzmann’s
transformation and the other utilized similarity
techniques. The complete solution is described in
detail elsewhere by Abid, (2006); the following is
a brief description.

1. Boltzmann Similarity Transformation

The form of eq. (5) can be modified by the
application of Kirchhoff’s integral transformation
in which the dependent variable 0 is transformed
into a new variable ¢ by means of:

0
o= D(®) do ™)
6
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where
® = matric flux potential, L*T.

Application of Kirchhoff’s integral transformation
to eq. (5) yields:

1 og_1 o[ .04

oo 2o ar ®)
D. Ot or or

where

D+ = soil water diffusivity of linearized model,

L*/T.
which will be subjected to the following
conditions:
$=0, at t=0, r>0
d=p;, at t>0, r=0,and 9)
=0, at t>0, r=o00
where

eS

= j D(6)do (10)
6;

To eliminate the r* term in eq. (8), the following
substitution can be used:

Alr,t
T
Therefore, eq. (8) reduces to:
*L 1 o -
or* D. ot

which is now subjected to the conditions:
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A=0, at t=0, r>0
A=rp;, at t>0, r=0, and (13)
A=0, at t>0, r=ow

Eq. (12) may be transformed into an
ordinary differential equation by applying the
well-known Boltzmann’s transformation
(Boltzmann, 1894, this has been cited in Remson,
et al., 1971). Such a transformation is defined by:

RO 9)

p=—1
2Dt
(14)
A (p) = A (1, 1)
where
p = the similarity variable, and
M.
= : D(6)do (s
@8 j (0)d6 (13)

Thus, application of the similarity transformation,
defined by eq. (14) to eq. (12) yields the ordinary
differential equation:

2

d 7;+2 d 2 =0 (16)
dp dp
subjected to:
A(0) =1 ., and

(0) =r p;, an .
M(e0) =0

After separating the variables, integrating, and
rearranging, the resulting equation is:
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0
j D(6) d6 = ; erfc(p)

(18)

6;
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Substituting p; for ID(G) dO  gives the

0
following:
0 0
j D(6) d6 = erfc(p) j D(6) do (19)
6; 6;

The analytical solution to the water flow
equation for some cases of soil water diffusivity is
shown in Table 1.

2. Classical Similarity Reductions

The classical method for finding symmetry
reductions of partial differential equations is the
Lie- group method of  infinitesimal
transformations (Ames, 1967; and Bluman and
Cole, 1974; Ovsiannikov, 1982; Bluman and
Kumei, 1989; Olver, 1993). The method of
solution depends on the application of one-
parameter group transformation to the partial
differential equation [eq. (12)]. Under this
transformation the two independent variables will
be reduced by one, and a differential equation in
only one independent variable is obtained, which
is the similarity variable.

To apply the classical method to the
second order partial differential eq. (12). A one
parameter group of infinite infinitesimal
transformations is sought which takes the (r, t, A) -
space into itself and under which eq. (12) is
invariant, i. e.:

r=r+ek(r, t,A)+0(e?),
t=t+et(r, t, A)+O(e?), and
L=r+en t, )+ 0.

(20)

where

€ = group parameter, and
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O(&?) = order of the parameter, &.

Also the derivatives of A are transformed

according to:

A= Ai+€ [ﬁt] +0(e?), and

hir =y +8| Ny |+ O(). e
where
[ﬁt :| , and [ﬁrr] = infinitesimals  for

transformations of the derivatives n; and n,
respectively.

and

Gik

o[ o, &,

=5 2=
ot
"o
8211
arz

5 (22)
A7 - ax Ay
o
on 8%
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ook or?
2
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0’1 0 0
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Invariance of eq. (12) under eq. (20) gives:
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(Dakyy = A ) +&(De[ 7 ] - [A,])

(24)
+0(e*)=0

Then, substituting for [ﬁrr] and [ﬁt]from egs.

(23) and (22), respectively, and substituting for A,
from eq. (12) gives:

Da[ M+ (200~ & P =Tk
+(nm - 28y, )7“3 =2ty A A

1
—ﬁmxf _TMJ\‘%}\"L + (m - 2¢, )(_7%]

D.
| |
2t Ay =350, D_kt — Ty D_xt

_Zrkkrkrt] —[m + (m - Tt)}\‘t —&A,
1A — &0 A ]=0 (25)
The solution of eq. (25) gives the infinitesimal

elements (E_,,‘L' ,N) leaving invariant eq. (12). As

a comparatively simple solution, the following
relations were found:

1
§:§c3r+cst+ Co s

T=C3t+c,, and (26)

c
=CoA———TA+cC
n=¢c; D 1

*

where
c1, C2, C3, C4, Cs, and ¢ = arbitrary constants.

The similarity variables are obtained by solving
the characteristics equation (Bluman and Cole,
1974):

dr_di_dn

(27)
& 1t 1
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The general solution of eq. (27) involves two
constants, one of them becomes the similarity
variable and the other plays the role of a new
dependent variable. From the integrals of the two

equations dr/E=dt/t and dt/t=dA/n, with c;
# 0, the similarity variables are obtained:

1t
P Jap. P 4D, i
__r
2,/D,t (25)

when substitute in eq. (28) into eq. (12), and
rearranging, the result would be:

d’H dH
dp’ p- a =
subjected to:

ps =00 , H(w)=0, and
p+=0 , H(0)=r, }

+2

0 (29)

(30)

because A = H(p+) from eq. (28). After separating
variables, integrating, and rearranging, eq. (19) is
obtained.

RESULTS AND DISCUSSION

In order to utilize the developed exact
solution of the soil-water flow equation to predict
the radius of a hemispherical wetted soil volume,
i.e., radius of wetting front, the solution needs to
be verified by comparing the computed values of
wetting front radii with available measured
experimental values. The numerical solution has
also been used for verification. One set of
pertinent data has been found in the literature
(data gathered by Clothier and Scotter (1982)) and
used for verification. These data can be
summarized as follows: initial soil water content,
0; = 0.08, saturated soil water content, 6, = 0.36,
sorptivity, S = 1.65 mm / s'?, the value of p = 8
which yields y = 1.44 *107, and discharge of the
emitter, Q. = 1.0 * 107 m’/s. Fig. 2 shows the
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locations of the wetting front for a fine sandy
loam soil (medium textured) predicted by the
developed model and similar values measured
experimentally by Clothier and Scotter (1982);
values predicted by a numerical model, finite
difference method (FDM), developed by Chung
(1987); the hemispherical model developed by
Ben-Asher, et al., (1986); and the analytical model
developed by Clothier and Scotter (1982). The
predicted wetting front patterns by the developed
model were concentric hemispheric due to
neglecting the gravity effect in the absorption
solution. For the first 165 minutes, the predicted
values of the wetting front patterns agree well
with the experimental values measured by
Clothier and Scotter (1982). The maximum
relative error was (3.6 %). But, after 360 minutes
the predicted wetting front patterns deviated from
experimentally measured values, the relative error
was about (7.9 %). This over prediction by the
developed model is due to errors introduced in the
solution when neglecting the gravity-force term in
Richards’ equation. On the other hand, the
predicted wetting front patterns moved slightly
slower than those predicted by the numerical
finite difference model developed by Chung
(1987). The maximum relative error between the
two sets of values ranged from (0.44 %) at the
first minute to (3.9 %) after 360 minutes. This is
mainly due to the different basic assumptions
adopted in the two models. In addition, the
predicted wetting front patterns agrees with both
values predicted by the hemispherical model
developed by Ben-Asher, et al., (1986) and the
analytical model developed by Clothier and
Scotter (1982), respectively. Comparing the
wetting front patterns predicted by the developed
model with the results of both the hemispherical
and analytical models gave an average relative
error of (0.8 %) and (0.63 %), respectively, for the
first 96 minutes. But after 6 hours, this relative
error reached (4.5 %) for both models. Therefore,
it can be concluded that the developed model
generally provided an accurate-enough means to
predict the locations of the wetted soil volume
from a point source for medium and fine-textured
soils. Fig. 3 shows the effect of initial soil water
content on the wetting front location by using the
developed model. It is clear from the results
shown in the figure that as initial soil water
content increases the volume of wetted soil
increases when the time is held constant. Fig. 4
shows the effect of increasing the saturated soil
water content on the movement of wetting front
by using the developed model. It can be seen from
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the results that as the saturated soil water content
increases the rate of advance of the wetting front
decreases.

CONCLUSIONS

The simulation of water in homogeneous,
unsaturated soils is typically accomplished by
solving the unsaturated flow equation. The
governing unsaturated flow equation was derived
by Richards in 1931. The governing unsaturated
flow equation is a nonlinear partial differential
equation and difficult to solve exactly in closed
form. The aim of this research was to solve
Richards’ equation and analyze water flow from a
point source through medium and fine-texture
soils. A mathematical procedure has been
developed to solve the unsaturated flow equation
by applying Kirchhoff’s transformation to
linearize the equation. It is a transformation of the
dependent variable and is a classical tool to solve
nonlinear partial differential equations of water
flow in unsaturated soil from a point source. The
equation has been solved by two methods one
solution utilized the similarity techniques and the
other utilized Boltzmann’s transformation. An
exponential function of soil water diffusivity is
selected to demonstrate the use of general
similarity theory for describing infiltration of
water in soil from a point source. The similarity
solution of water infiltration for a functional form
of soil water diffusivity compares well with the
corresponding experimental data and numerical
solutions. The results obtained from the analytical
solution of Richards’ equation were checked with
data previously gathered which relate the distance
from the point source to boundary of the saturated
wetting front. A sensitivity analysis was also
conducted to study the effects of major soil
parameters on the movement of the saturated
wetting front from a point source. The present
analytical solution provides reasonable predictions
for absorption problems and can be -easily
extended to general soil-water flow studies.
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SYMBOLS AND ABBREVIATIONS

D(0) : unsaturated soil water diffusivity, L*/T.

D« : soil water diffusivity of linearized model,
L*/T.

h : matric potential head, L.
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K(0) : unsaturated soil hydraulic conductivity
which is a function of volumetric soil
water content, L/T.

r : radial distance from the source, L.
t :time, T,

z : gravitational potential head expressed as the
depth below soil surface (positive downward),
L.

€ : group parameter.

O(&”) : order of the parameter, «.

0,: saturated soil water content, L33,
9; : initial soil water content, L*/L>,
V. : the divergence operator.

y(0) : total water head which is a function of the
volumetric soil water content, L.

p : the similarity variable.

0: volumetric soil water content which is a
function of location and time, L*/L°.

V: the del operator (gradient operator).

¢: matric flux potential, L*/T.
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ANALYTICAL SOLUTION OF UNSATURATED
SOIL WATER FLOW FROM A POINT SOURCE

Tablel: Analvtical solution to water flow

equation for some cases of soil water

diffusivity.
Soil Water Diffusivity Solution
=B Eii
D{f)= constant =erfcip|
E!s - E!i
fg D8] a8
—1 = |
D(8) = variatie 5 = erfe(p)
[ *Di(&1d8
E|i
ot +1 g+ 1
1 P
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Fig. 1. Physical model of soil water flow.
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VARIATION OF SOME WATER QUALITY PARAMETERS OF
HUWAIZA MARSH IN SOUTHERN IRAQ

Tariqg J.Kadhem Al-Musawi
Department of Environmental Eng., College of Eng., Baghdad University

Abstract

Huwaiza marsh is considered the largest marsh in the southern part of Iraq. It is located between 31° and
31.75° latitude and extends over the Iraqi-Iranian border; but the largest part lies in Iraq. It is located to the east
of Tigris River in Messan and Basra governorates.

In this research, the variation of some water quality parameters at different locations of Huwaiza marsh
were studied to find out its efficacy in the treatment of the contamination coming from the wastewater outfall of
Kahlaa brokendown sewage treatment plant which lies on the Kahlaa River. This rive is the main feeder of
Huwaiza marsh. Ten water quality sampling locations were chosen in this marsh. The water samples were taken
during 2009 for three months; January, April and August representing winter, spring and summer respectively.
The results of water quality analyses showed that Kahlaa untreated sewage had a negative impact on the water
quality of Huwazia marsh; especially in its upstream region. Analyses of water samples taken from the middle
and downstream end of the marsh showed that the marsh water is safe for fishing and swimming in these
regions.
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Keywords: Wetlands, Huwaiza marsh, Water quality parameters, Organic pollution, Faecal Coliform.
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Introduction

Wetlands, as defined by the Ramsar
convention on wetlands, include a wide variety of
habitats such as marshes, peat lands, floodplains,
rivers and lakes, as well as coastal areas such as salt
marshes, mangroves, and sea grass beds. It also
includes coral reefs and other marine areas no
deeper than six meters at low tide, in addition to
human-made wetlands such as wastewater treatment
ponds and reservoirs (Ramsar Convention
Secretariat, 2004).

The amount of water in wetlands varies
depending on the weather and the time of year.
Plants, such as reeds, grow in wetlands area.
Wetlands also provide a home for a host of different
wildlife ranging from migratory and local birds to
fish, reptiles, amphibians and insects (Chouhan
Paridhi, 2008).

Many studies were conducted by Iraqi
ministries, organizations, and associations as well as
UNEP teams which were related to the restoration
of water quality and ecology of marshes.

The demise of the marshes in Iraq began
during the Irag-Iran war. As a result many dykes,
embankments, and drainage canals were constructed
by the two countries as they struggled to gain
military advantage using water as a military tool.
After 1991 many diversion canals were constructed
in the marshes to reclaim land for agricultural
purposes. Additionally, Turkey and Iran have
constructed dams on the headwaters of the
Euphrates, Tigris and Karkha Rivers, resulting in
the reduction of the amount and quality of the water
reaching southern Iraq (Alwash Azzam et al.,
2007).

The marshes of Iraq were once famous for
their biodiversity and cultural richness. They were
the permanent habitat for millions of birds and a
migrating flyway between Siberia and Africa
( Maltby 1994, Evans 2002 qtd. by Richardson
and Husssain, 2006).

Partow (2001) studied the hydrology of the
marshes of Iraq and mentioned that less than
10 % of their area remained as functioning
marshland by the year 2000. The only remaining

108

VARIATION OF SOME WATER QUALITY
PARAMETERS OF HUWAIZA MARSH IN SOUTHERN
IRAQ
marsh was the northern portion of Huwaiza; the
other two marshes, Hammar and Central were
totally desiccated. This researcher also concluded
that only 15 to 20 % of the dried marshes could be
restored  because  of  excessive  salinity,
environmental pollution, and lack of availability of
fresh water. Fig.1l shows the analysis of Landsat
satellite imagery of marshlands area (UNEP, 2001).
After May 2003, water began to return to
the marshlands. In 2004, up to 40% of the former
marshlands were reflooded. Some of the reflooded
areas experienced rapid regrowth of marshland
vegetation, other areas are slowly recovering; while
some reflooded areas remain barren. The marsh
dwellers are also coming back, with as
many as 42,000 people returning to their traditional
life styles within the reflooded areas. Fig. 2 shows
the Iraqi marshland in 2007.

The background image in Fig.2 is Landsat
satellite image of Huwaiza marsh with resolution
250 m and was taken in September 2007.

Al-Musawi (2009) studied the water quality
of Al-Hammar marsh in the south of Iraq. He
mentioned that due to unavailability of Iraqi
environmental regulations regarding marsh water on
the one hand and the lacking of any actual water
quality parameter values of such waters prior to
desiccation on the other hand, his only recourse was
to compare the recently obtained parameter values
with the various water use categories; notably,
irrigation, drinking and fishing.

Sometimes marshes are used for wastewater
treatment. This kind of wuse has increased
dramatically in the last decade, particularly for
small scale applications such as individual homes
and small villages (Wallace and Knight, 2006).
Marshes are useful for nutrient recovery and
cycling, releasing excess nitrogen, inactivating
phosphates, removing toxins, chemicals and heavy
metals through absorption by plants. Removal of
suspended solids from flowing water occurs through
flow reduction. Additionally retention of water for a
long time whereby biological, physical and
chemical processes occur periodically is beneficial.
Huwaiza marsh can be considered as a natural free
water surface (FWS) marsh; a large area of water
with a combination of floating vegetation. The
major processes that occur within FWS marshes are
summarized in Fig.3.
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Huwaiza marsh is considered the largest
marsh in the southern part of Iraq. It is located
between 31° and 31.75° latitude and extends over
the Iraqi-Iranian border; but the largest part lies in
Iraq. It is located to the east of Tigris River in
Messan and Basra governorates. There is no definite
area for the marsh due to seasonal and annual
changes resulting from variations in the water
amount reaching the marsh. According to the
satellite image shown in Fig.2 and by using
geographic information system programs like
ArcView GIS version 9.3, the net surface area of the
marsh is approximately 2400 km? on the date of this
image.

Huwaiza marsh is fed directly by three
sources: the western source is the Tigris River
through the Kahlaa, Musharah and Majar branches;
the eastern source is from Iran through Karkha
River. The marsh water returns to the Tigris River
by many outlets, the most important ones are Swaib
and Kassara outlets. Huwaiza marsh has been
included in the Ramsar Convention on Wetlands
since 17 February 2009.

In this research, the variation of some water
quality parameters of Huwaiza marsh was studied to
find out its efficacy to treat the contamination
coming from the wastewater outfall of Kahlaa
brokendown sewage treatment plant. Kahlaa River
is the main feeder of Huwaiza marsh.

Field Work and Experimental Data

Sampling is a vital part of studying the
quality of water. A major source of error in the
whole process of obtaining water quality
information often occurs during sampling. Poor
management decisions based upon incorrect data
may result if sampling is performed in a careless
and thoughtless manner. Obtaining good results will
depend on a great extent upon the following factors:

1. Ensuring that the sample taken is truly
representative  of the water under
consideration.

2. Using proper sampling technique (e.g use of
sterilized bottles for microbiological
testing).

3. Protecting and preserving the samples until
they are analyzed in laboratories.
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Samples were taken from locations that
were considered representative of contamination
sources or where contamination was suspected. Ten
water quality sampling locations were chosen. All
water samples were taken from 60 % of the water
depth. The sample bottles were labeled with an
identifying code (such as HZ 3, in which HZ refers
to the Huwaiza marsh and 3 refers to sample
location). The geographic coordinates of sample
locations were fixed wusing GPS device
(type: GARMIN,eTrex). The GPS measurements
can be plotted on a map or used to return to the
same site in the future. The following table shows
the geographic coordinates of the ten water sample
locations and their site description.

An important part of undertaking water
quality studies is to know what parameters one
should sample and analyze. There are a number of
water quality parameters that could be measured
and it is important to make a good judgment of what
are likely to be the most important ones in a
particular situation. Hence, an initial surveying was
carried out to obtain information on any known
activities that might affect water quality of Huwaiza
marsh, e.g. sources of human and animal wastes,
industrial activities and agricultural farms. Essential
parameters to be measured would be those that
indicate a risk to human health or the environment,
those with potential to cause public complaints, and
those which indicate a likelihood of causing
operational problems in water treatment plants.
Some chemical analyses are expensive and difficult
to carry out, In addition it should be emphasized
that laboratory facilities play an important role in
the selection of water quality parameters that should
be analyzed in an environmental assessment.
Mosley et al. (2004) suggested the most important
parameters to analyze in different water types.
Table 2 shows these parameters.

Initial surveying of Huwaiza marshland gave

the following important information:

e Many organic waste sources are spreading
near the feeder rivers of the marsh such
as villages and small human settlements,
so that biochemical oxygen demand
(BOD) should be analyzed to find out
the extent of organic pollution.
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e Lack of industrial discharges containing
metals so that there is no need to analyze
metals.

e [t is difficult and expensive to accurately
analyze the following parameters:
chemical oxygen demand (COD),
ammonia, pesticides and radioactive
constituents.

e Absence of oil fields/fuel spills in Huwaiza
marsh area precludes oil and grease
analyses.

Consequently, the following eleven surface
water analyses became relevant: faecal coliform,
turbidity, total dissolved solids (TDS), total
suspended solids (TSS), nitrate (NOj3), phosphate
(PO4) and five-day biochemical oxygen demand
(BODs), as well as direct measurements using
portable devices for temperature, pH, dissolved
oxygen (DO) and electrical conductivity (EC).

All the water samples were taken during
2009 for three months; January, April and August
representing ~ winter, spring and  summer
respectively. The water samples were submitted to
analyses by "Standard Methods", (APHA, 1999).
Fig.4 shows the locations of water samples taken
from Huwazia marsh

Results and Discussion

The temperature of the natural water system
depends mainly on the ambient temperature
(temperature of the surrounding atmosphere). In
general, as the temperature increases the saturation
of dissolved oxygen in water decreases and vice
versa. Fig.5 shows the wvariation of water
temperature in different location in Huwaiza marsh.
It can be noticed that there is no or slightly change
in water temperature along the marsh for three
seasons, so that it can be conclude that the
temperature of Huwaiza marsh depends on the
ambient temperature to a great extend due to the
large water surface area.

Many factors affect the concentrations of
dissolved oxygen in a water body, among them
organic pollution, temperature, light penetration,
water movement, availability of plants and
nutrients. Fig.6 shows the results of dissolved
oxygen concentrations of the ten samples. The
lowest value of dissolved oxygen was obtained at
location HZ 1, between 3 to 4 mg/l due to municipal
wastewater pollution. At location HZ 2 it increases
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and reaches its maximum value at location HZ 7
(between 7 to 8.2 mg/l) in the middle of the marsh
and then varies slightly at the end of the marsh.
Therefore, the marsh improves the dissolved oxygen
level due to the high rate of atmospheric aeration
and photosynthetic process of aquatic plants
abundant in the marsh.

pH is a measure of the hydrogen ion (H")
concentration in water, it is an important parameter
for describing the state of chemical processes.
Water with pH greater than 8.5 is called hardwater;
hardwater does not pose a health risk, but can cause
aesthetic problems (Mosley et al. 2004). In Fig.7
the pH of all the water samples were around 8
except that at HZ 1 location which was greater than
8.5 due to the disposing of municipal wastewater
from Kahlaa treatment plant.

Fig.8 shows the laboratory results of BODj;
analyses and it can be noticed that there is a logical
high concentration at HZ 1 location due to the high
organic loading coming from Kahlaa plant.
Nevertheless, a sharp decrease occurred after a few
meters downstream of this location; reaching below
50 mg/l at the middle of the marsh. This can be
attributed to two factors; first, there are no industrial
activities that discharge pollutants directly into the
marsh, and human pollution is low due to a limited
number of small villages spreading inside Huwaiza
marsh; second, the spreading of plants and the slow
water velocity permit a long term of atmospheric
aeration and photosynthetic activity which increase
the efficiency of organic pollution digestion by
bacteria.

Many inorganic ions such as sodium, chloride,
magnesium, and calcium are present in surface
water. EC or TDS is a measure of how much total
salt (inorganic ions) is present in the water; the
more ions the higher the conductivity. Fig.'s 9 and
10 show the wvariation of EC and TDS
concentrations respectively. It can be noticed that
there is a fluctuating variation in the values of these
parameters due to the following points:

e The first location reveals relatively high
values of EC and TDS due to wastewater
disposal from Kahlaa plant. These values
decrease notably in samples taken from
the middle of the marsh due to dilution
from other feeders and the
phytotechnology process that contributes
to the decrease of TDS.
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e EC and TDS values rise again especially at
locations HZ 7 and HZ 8 because of the
proximity of the Iranian dyke which
sometimes leaked drainage water.

In Fig.10 it can be seen that TDS concentrations
were higher in summer compared with those in
spring and winter. The high water losses in summer
due to evapotranspiration process leads to higher
TDS values in Huwaiza marsh. Fig.11 shows the
monthly evapotranspiration losses (Iraqi Ministries
of Water Resources, Municipalities and Public
Works, and Environment, 2005).

There are several different chemical compounds
which are termed nutrients; most containing one of
the elements nitrogen or phosphorous. In water,
they provide nutrients for the primary producers
such as algae, phytoplankton and seaweeds. If the
nutrients reach high levels in water exposed to light,
algal problems may arise. Fig.'s 12 and 13 show the
variation of NO; and PO, in Huwaiza marsh. There
are high levels of NO; and POy in the first half of
the marsh because of the feeding of water
containing high concentrations of NO; and PO,
coming from the disposal of untreated municipal
wastewater and a wide spread of agricultural farms
that use fertilizers. These two ions gradually
decrease subsequently due to the consumption by
algae and phytoplankton whose spread at the water
surface can be seen with the naked eye.

Fig.'s 14 and 15 show the variation of
turbidity and TSS concentrations in the marsh. It is
obvious that turbidity and TSS concentrations
decrease as soon as the water flows through the
marsh due to the low flow velocity (sometimes the
water is virtually stagnant) and shallow water
properties (Al-Musawi, 2009).

Disease causing microorganisms
(pathogens) include salmonella, shigella,
eschorichia coli, cysts or entamoeba histolytica,
parasite ova, viruses and infectious heptitis. Usually
the water is tested for faecal coliform to see the
level of bacterial contamination (Mosley et al.,
2005). Water used for primary contact activities
(swimming, bathing) and for secondary contact
activities (boating, fishing) should be safe from
bacterial contamination. As pointed out previously,
the water of the marshes may be used for these two
kinds of contact activities. The Australian water
quality guidelines for fresh and marine waters
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recommend that for primary contact activities the
water should not have more than 150 Faecal
Coliform/100ml and for secondary contact
activities the water should not have more than 1000
Faecal Coliform/100ml (ANZECC 1992 qtd. by
Mosley et al., 2005).

Fig.16 shows that there is a high bacterial
contamination in locations downstream of the
outfall of Kahlaa sewage plant; i.e. at the upstream
end of the marsh. However, the level of bacterial
contamination farther inside the marsh was found to
be low reaching below 100 Faecal Coliform/100ml
especially at locations HZ 4 to HZ 10. It can be
concluded that whenever the Kahlaa sewage
treatment plant is properly put back to work, all the
marsh water may be considered safe for both
primary and secondary contact acitivties like fishing
and swimming.

Conclusions

1. Due to Kahlaa sewage treatment plant being
brokendown, the untreated sewage had a
negative impact on the water quality of the
upstream region of Huwazia marsh. However,
the analyses of water samples taken from the
middle and downstream end of the marsh
showed that the marsh water is safe for fishing
and swimming in these regions.

2. Because of the large surface area of Huwaiza
marsh, the temperature of water varies slightly
and depends largely on the ambient
temperature.

3. The untreated wastewater from Kahlaa plant
decreases the dissolved oxygen concentration
below the allowable limit; but the marsh has
the ability to improve the dissolved oxygen
level back to its normal concentration.

4. All the water samples showed that the pH value
was in the zone of low bacisity (7.5-8.5).

5. According to the laboratory results of BODs,
Huwaiza marsh was efficient in treating
organic pollution, sometimes reaching above
80%.

6. In Huwaiza marsh, removal of suspended
solids occurs at the first few meters when the
water enters the marsh due to low flow or
nearly stagnant conditions and shallow water.

7. Despite of the TDS concentration decrease due
to dilution by fresh water, drainage water
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caused an increase in TDS concentration
especially during the hot season.

8. The removal of nitrate and phosphate varied
from 25 to 40% and depended on the
agricultural season and the wastewater
discharge.
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Table : Code, geographic coordmzte and site description of the ten water szmple locations

Code of

Location

Site description

water sample E M
This pomt represents the mmmg zens between fresh
HZ 1 717129 3503860 | water and the sewsage discharged from
K zhlzz plant.
HZ2 136687 3486408 | Pomnt 2t the mouth of Kahlzz River with the marsh.
HZ 3 7463 3423280 | Pomt mside the marsh.
HZ 4 731514 3402804 | Pomt mside the marsh.
HZ 5 750883 3436982 | Pomt mside the marsh.
HZ 6 132790 3433178 | Point mside the marsh and near Iranian dyke
HZ7 733343 3474203 | Pont mside the marsh and near Iranian dyke
HZ 3 744430 3483793 | Pomt mside the marsh
HZ 9 738008 3476047 | Pomt 2t Kzssara outlet to the Tigns Frver.
HZ 10 741356 3241007 | Pomt 2t Al-Swaik outlet to the Tigris Biver
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Table 2: Typical water quelity paremeters to be mezsured m different water types (Mosley ot 2., 2004)

Water Tyvpe
Drinking [ Surface [ Marine

Microbiology:

Total Coliform Vaz Mo Mo

Fazcal Coliform Vaz Vaz Vaz

Phy

pH Vaz Mo
Vas Vas

Colour Mo Mo

Vas Vas Vas
ds Vaz Vaz Mo
Mo Mo Vaz
Mo Vaz Vaz
Mo Vaz Mo
Mo Vaz Vaz

Chemical-Organic:
BOD

CoD

(04l and

Fadicactivity
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Fig 1 The Mesopotamian marshlands in Iraq, a: 1973-76, b- 2000
{After UNEP, 2001}

Fig.2 Irzqi marshland m 2007
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Temperature °C
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—ir— August
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HZ7 HIE HI9 HZ10

Location

Fig.> Variation of water temperature

Dissolved Oxygen mg/fl

—t—January —@—April —d—August

HZ1 HZ2 HI3 HI4 HIS HIG6 HIV7 HIZ HI9 HZI1O0

Location

Fig 6 Wariation of dissolved oxvgen

—t—January —f—April —d—August

HZ1 HZI2 HZ3 HZ4 HZIS HI6 HZIT7 HIB HIS HZI10

Location

Fig.7 Variation of pH
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Fig 8 Variation of five-dav biochemical oxvgen demand
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Fig 9 Wariation of electrical conductivity
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Fig.13 Variation of phosphate
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ABSTRACT

In the present study, free convection heat and mass transfer of fluid in a square packed bed enclosure is
numerically investigated. For the considered geometrical shape, the left vertical wall of enclosure was
assumed to be kept at high temperature and concentration while the opposite wall was kept at low
temperature and concentration with insulating both the top and bottom walls of enclosure. The Brinkman—
Forchheimer extended Darcy model was used to solve the momentum equations, while the energy equations
for fluid and solid phases were solved by using the local thermal non-equilibrium (LTNE) model.
Computations are performed for a range of the Darcy number from 107 to 10, the porosity from 0.5 to 0.9,
and buoyancy ratio from -15 to 15. The results showed that both the buoyancy ratio and the packed bed

characteristics have significant effect on each one of the flow field, heat transfer and mass transfer.
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INTRODUCTION

Double-diffusive convection or thermosolutal
convection is generally referred to a fluid flow
generated by buoyancy effects due to both
temperature and solutal concentration gradients.
This type of flow is encountered in natural and
technological applications. Such applications
include the growth of crystals, solar energy
systems, welding processes, thermal insulations.

The term double diffusive-convection is now
widely accepted for all processes which involve
simultaneous thermal and solutal concentration
gradients and provides an explanation for a
number of natural phenomena. Because of the
coupling between the fluid velocity field and the
diffusive (thermal and solutal concentration)
fields, double-diffusive convection is more
complex than the convection flow which is
associated with a single diffusive scalar, and many
different behaviours may be expected. Such
double-diffusive processes occur in many fields,
including chemical engineering (drying, cleaning
operations, evaporations, condensation,
sublimation, deposition of thin films, energy
storage in solar ponds, roll-over in storage tanks
containing liquefied natural gas, solution mining
of salt caverns for crude oil storage, casting of
metal alloys and photosynthesis), oceanography
(melting and cooling near ice surfaces, sea water
intrusion into freshwater lakes and the formation
of layered or columnar structures during
crystallisation of igneous intrusions in earth's
crust), geophysics (dispersion of dissolvent
materials or particulate matter in flows), etc. A
clear understanding of the nature of the interaction

between thermal and mass or solutal concentration

DOUBLE DIFFUSIVE FREE CONVECTION IN A PACKED
BED SQUARE ENCLOSURE BY USING LOCAL THERMAL
NON-EQUILIBRIUM (LTNE) MODEL
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buoyancy forces is necessary in order to control
these processes. (Chaudhary and Jain, 2007)
studied the MHD flow past an infinite vertical
oscillating plate through porous medium with the
presence of free convection and mass transfer
by
(Mohamed, 2009) analyzed the

analytically using  Laplace-transform
technique.
double-diffusive convection-radiation interaction
for the unsteady MHD flow over a semi-infinite
vertical moving porous plate embedded in a
porous medium in the presence of thermal &
solutal diffusion and heat generation. A numerical
study of the unsteady free convection and mass
transfer flow of an electrically conducting fluid
past an infinite vertical porous plate in the
presence of a transverse magnetic field was
presented by (Shariful et. al. , 2005). (Bukhari,
2003) applied a linear stability analysis, using the
spectral Chebyshev polynomial method, to obtain
numerically the solution of a multi-layer system
consisting of the finger convection onset in a fluid
layer overlying a porous layer. (Saha and
Hossain, 2004) studied numerically the laminar
doubly diffusive free convection flows along an
isothermal vertical finite plate immersed in a
stable thermally stratified fluid by using an
implicit finite difference method and local non-
similarity method. (Hajri et. al. , 2007) presented
a numerical simulation for the steady double-
diffusive natural convection in a triangular cavity
by wusing equal finite elements method. A
numerical study was presented from (Mamou et.
al. , 2001) for the unsteady double-diffusive
convection in a two-dimensional horizontal
confined enclosure by using the finite element
technique. (Masuda et. al. , 2002) presented a

numerical simulation by using finite differences
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method for the unsteady two-dimensional double-
diffusive convection in porous rectangular
enclosure. After that, (Masuda et. al. , 2008)s
studied the peculiar oscillating convection which
is observed when two-dimensional double-
diffusive convection in porous medium is
analyzed numerically. (Khanafer and Vafai,
2002) presented a numerical study of mixed-
convection heat and mass transport in a lid-driven
square enclosure filled with a non-Darcian fluid-
saturated porous medium by using the finite
volumes technique. (Rahli and Bouhadef, 2004)
studied numerically the double-diffusive natural
convection in a partially porous square enclosure
with the presence of inclination effect by using the
control volume method and the power Ilaw
scheme. (Wang et. al.,, 2007) presented a
numerical investigation of natural convection of
fluid (without mass transfer) in an inclined square
enclosure filled with porous medium and
submitted to a strong magnetic field by using
(LTNE) model. However, the buoyancy force due
to the double-diffusive effect has received more
attention in the literature. But all the previous
studies which deal with the double-diffusive
convection in porous mediums assume that the
porous medium in thermo dynamical equilibrium
with the fluid which flow inside it, except (Wang
et. al.,, 2007) which studied the pure convection
without mass transfer in the presence of heat
transfer between the fluid and the porous media.
The present study gives more attention to the
interaction between the effect of the double-
diffusive convection and the effect of heat transfer
between the porous medium and the fluid which

flows inside it.
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MATHEMATICAL MODEL
Geometrical Shape of Studied Problem

The schematic view of the studied problem is
shown in Fig.1. The square enclosure has a side
length (a) and it is filled with a saturated packed
bed. The left vertical wall of the square enclosure
is kept at high temperature and concentration
while the opposite wall is kept at low temperature
and concentration, finally, the horizontal walls are

insulated.

Governing Equations

In the model development, the following
assumptions are adopted; the working fluid has a
Prandtl number Pr=0.71 and assumed to be
incompressible and Newtonian fluid, no phase
change occurs and the process is in a steady state,
the thermo physical properties of the fluid are
assumed to be constant except the density
variation in the buoyancy force, which is
approximated according to the Boussinesq
approximation. This wvariation, due to both
temperature and solutal concentration gradients
can be described as follow (Khanafer and Vafai,

2002);
p=p[1=AT-T)-f(c—c) )
Where fr and f¢ are the coefficients of the

thermal and solutal expansions, which are defined

as follow (Khanafer and Vafai, 2002);

:J(@?) &
o\l n.c

1(op
i
: s\ pT

The Brinkman—Forchheimer extended Darcy

2

model is used to solve the momentum equations
while the energy equations for fluid and solid

phases are solved with the local thermal non-



Ahmed N. Mehdy

equilibrium (LTNE) model. Thus, the governing
equations for the present study will take the
following forms as in (Amiri and Vafai, 1998)
and (Khanafer and Vafai, 2002);

- Continuity equation

al a/
& @’ 3)
- Momentum equations
Py Ao
gl x o
- (4)
6}3 :uf @ @ ﬁu+pr l*u
@( el od a)/z \/R
&[iu @J_ @ (agv ava
F o, |uy
+ﬁ;g[a@@—?})+ﬁc(¢_cﬂ]_”_f %
(5)

- Fluid phase energy equation

c y oT; V@Tf
+ =
P CP ox oy

o°’T. 0°T,
ff T 2
OX oy
- Solid phase energy equation

82TS 82TS
off ( axz + ayz J+asf hsf (Tf _Ts):0

(7

J"‘ Ayt hsf (Ts _Tf)

(6)

- Solutal concentration equation

oc, o _ 5 o’c L 0% .
ox> oy’ ®

The geometric function F, specific surface area

of the packed bed ay and the fluid-to-solid heat
transfer coefficient in a packed bed hy are

determined as suggested by (Amiri and Vafai,

1998);
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Fo L5 (9.2)
J150 &3
61 &
L
p
- 0.6
e,
hy =k,|2+1.1Pr"? (9.0)
My

where the sphere particle diameter dp can be

computed as follow (Amiri and Vafai, 1998);

[150 K
dpz(l—é‘) 8—3

while the effective thermal conductivity kg and

(9.d)

ke in fluid and solid phase energy equations and

the mean thermal diffusivity @, can be computed

as follow (Wang et. al. , 2007);
K = ¢ Ky (10 .a)
Ker = (1 — &) kg (10 .b)
k + k
a o= feff seff (1 0 c )
Pt CP g
Now we introduce the following non-

dimensional quantities and parameters as in
(Khanafer and Vafai, 2002) and (Wang et. al. ,
2007);
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x =2 y=Y Lz(uﬂwﬂj:
a ’ a & oX oY
2 2
uoU Ay N AN
a, 0 oY ¢ \oX oY
5 —
pa F|u]v
P = p Pr2Gr, (9, + NC)- Lty -1
Pt &y (a1 a) Da v/ Da
_ (Tf _TL) .
f - 9
T, —-T 06 06
(T L) (l—i-A_l{U IRV, f]:
_ (T, =T oX oY
T =T 00, 80,
(c-c,) BYT+2QT'+§WS—%)
- (CH - CL)
C v
Pr=— al F:(f =— 06, %6,
foff T sesff ag, 0= axz +8Y2 +A§(0f_gs)
Gr _ga :BT (TH _TL)
e Vi u €y _Ppr(oc oC
ga’ B, (¢, —¢,) oX dY Sclox?® oy’
Gr — C H L ,
c V? (11b) By wusing the (stream function-vorticity)
K v, ' formulation we will reduce
Da = a_2 , Sc= E variables to only five variables by differentiating
Be(c, —¢c,) Gr, eq.(13) W.lth respect to (Y) and differentiating
= = ) eq.(14) with respect to (X), after that we subtract
,BT (TH _TL) GrT i
e first of the two resulted equations from the
, the first of the t Ited equat fi th
A= K fer = ay hy a second to eliminate the pressure terms from the
Kot ’ K et momentum equations, thus, eqs.(12, 13 & 14) will

By substituting eqs.(11.a & 11.b) in eqs.(3, 4,
5, 6, 7 & 8), we get the dimensionless forms of
governing equations as follow;
ou oV

—+—=0

oX oY

LZ(U Y .y 5_Uj -

& oX oY

oP Pr(oU o°U
+_ —
oY ?

(12)

= (13)
oX & | ox?

Pr _F‘U‘U

U
+/Da

Da

be transformed to the following equations;

2 2
oy N oy o
oX?* oY?
Uai)+ (ia):
X o
do Cw
eP %+¥
I o0
PGy P NEL
X X
(o d 4o
E_Fi i Vi_Ui
Da JDa| +Da & &

the dependent

)
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where w and @ are the (stream function & NUMERICAL SOLUTION

vorticity) respectively, and they are defined as The governing equations for y, @, 65 6, & €

can be written in a common form for the

follow;
5 5 (convection-diffusion)  problem as  follow
U=Y%gv=-2Y " (19.a) .
PYY aX (Versteeg and Malalasekera, 1995);
oV ou 0
0= —0" < 19.b _— u,o® )=
oX oY (19-) oX % )
After getting the final values of all dependent 0 R S (2 )
—_— — |+
variables in the flow field, calculations will be oX oX

made for local and mean Nusselt and Sherwood

where the general scalar @ stands for any one of
numbers, where the local Nusselt and Sherwood

) the dependent variables under consideration, the
numbers at the hot wall can be found as in (Wang

et. al. , 2007) and (Khanafer and Vafai, 2002);

diffusion coeffecient I and the source term § in

the cartesian form are listed below for each

Nu, = ({Gé’f 71% ] (20.a) governing equation;
OX X=0 OX Jx=o - Stream function equation
0C b=y, =1,S=w 23.a
sh, = <= (20 b) v (23.2)
oX |y _o
- Vorticity equation
Boundary Conditions O=w,'=¢Pr,S=
The hydrodynamic boundary conditions for the I 5 00, ocC
. ProGry| —+N— |-
present problem at all enclosure walls will obey to oX oX
the non-slip condition, while the thermal and &’ = ‘U‘
solutal boundary conditions are (the left side wall £+— o
. Da +/Da
was kept at high temperature and solutal i

concentration, the right side wall was kept at low

F [,

temperature and solutal concentration and finally — (23.b)
JDa| oX oY
each one of the top and bottom walls were kept
insulated), thus the boundary conditions will be as
- Fluid phase energy equation
follow;
U=0,V=0,0, =60, =C=1 ®=0,,I'= 1 S=§(95_0f) (23.0)
=V =UU =0 =v = e 1+A7" 1+A™ .
at X =0;
Uu=0,v=0,6,=6,=C=0 - Solid phase energy equation
at X =1; (21 ®=6,,T=1,S=AE6, -6,) (23.d)
00
U=0,v=02r-0%_0x_, . .
oY oY oY - Solutal concentration equation
atY =0&1 Pr
<D=C,F=S—,S=O (23 .e)
C
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The numerical solution of the governing
equations will be made according to the finite
volume method to transform the governing
equations from partial differential form to discrete
algebraic form, this method is based on principle
of dividing the flow field to a number of volume
elements, each one of them is called (control
volume), after that a discretization process
(Versteeg and Malalasekera, 1995) was carried
out by integrating eq.(22) (of the general
conservation) over a control volume element,

where this equation will be as follow;

3 O, =a; D +3, B, +a, Dy +a; D +Su 29
where;
ap =ag +a, +a, +a5 -39S, (25)

the source coefficients S, and S, represent the
source terms of the discrete equation and their
values for each governing equation are listed as
follow;

- For the stream function equation

S, = o 2%
.a
5" < o ( )
- For the vorticity equation
_ 20 _
Pr’ Gr, P NE
oX oX
S, =& — —
F 49,99
JDa| X oY (26b)
s :_52 E_Fﬂ
P Da +Da
- Fluid phase energy equation
c 0,
Uo7 A -1
L+ A (26 .c)
4
Sp = T
I+ A
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- Solid phase energy equation

S, = A& 0,
(26 .d)
S, =-A¢
- Solutal concentration equation
S, =0 26
.e
' < o ( )

A computational program was written in
Fortran-90 language to compute the values of the
The
equations are solved by the tri-diagonal matrix
algorithm (TDMA). The used mesh size is
(60%60). Relaxation factors of about (0.7-0.9) are

used for all dependent variables, Convergence

required variables, discretized algebraic

was measured in terms of the maximum change in
each variable during an iteration where the
maximum change allowed for convergence check

was 1075,

RESULTS AND DISCUSSION

All solution were carried out for solution of
(Pr=0.71 & Sc=0.25) at Gr= 10°, where the
numerical code which is used in the present
investigation has been carried out for number of
simulations for a wide range of controlling
parameters such as buoyancy ratio, Darcy number,
and porosity of the packed bed. Figs.(2 - 9) show
the effect of buoyancy ratio for different values of
(-15<N<I5) on the stream function, fluid phase
temperature and solutal concentration contours
respectively at Da=10" and &=0.9. Figs.[(2.a),
(2.b) & (2.¢)] represent these contours for the case
of single diffusing effect at V=0, where there is
only thermal diffusing without solutal diffusing. It
is clear from the stream function contour at N=0
and as a result of the thermal buoyancy effect, the
fluid at the left-hand side hot wall will be lighter
than in other locations while the fluid at the right-
hand side cold wall will be heavier than in other

locations, so, the fluid particles move upward
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along the hot wall while they move downward
along the cold wall, and thus, the flow will take
the direction of clockwise. The fluid phase
temperature contour at N=0 indicates that the
temperature levels will decrease gradually from
the hot wall towards the cold wall, where the hot
fluid rises up along the left-hand side hot wall and
descends along the right-hand side cold wall
because of the thermal buoyancy effect. Finally
the solutal concentration contour at N=0 indicates
that the solutal concentration will be maximum at
the hot regions and decreases gradually with the
decrease of the fluid phase temperature. After
that, and with increasing the positive buoyancy
ratio V>0 as shown in Figs.(3, 4 & 5) which
represent the cases at N=5, 10 & 15, and as it is
clear from these figures, the solutal buoyancy
force which increases with the buoyancy ratio will
cooperate with the thermal buoyancy and they'll
drive the flow in the same direction to form a
cooperator flow, where the stream function levels
will increase with increasing in positive buoyancy
ratio because of the increase of the total buoyancy
force due to both the thermal and solutal
diffusing, while as it is shown from the contours
of fluid phase temperature, its distribution will
keep on the same previous behavior, but the
gradients will be stronger than them at N=0 and
increase directly with increase of the buoyancy
fluid

in the

ratio, also a similar behavior to the

temperature distribution will appear
contours of the solutal concentration, but their
gradients will be relatively less than the gradients
of the fluid phase contours because of the absence
of internal transference sources as it is clear from
eq.(23.e). Figs.(6, 7, 8, 9) the cases of negative
buoyancy ratio N<@, where the negative value of
buoyancy ratio means that the value of solutal

expansion coefficient f¢ is negative too, and as it

is clear from the density definition in eq.(1), the
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fluid density will increase with increase of the
solutal concentration, and as a result, the flow
begins to reverse its direction, So, the flow case at

=-1 as it is shown in Figs.[(6.a), (6.b) & (6.¢)]
represents a conversion point in the flow direction
from clockwise to counterclockwise as it is shown
from the stream function distribution at N=-1,
where the clockwise main central vortex which
formed at each of the previous cases of positive
buoyancy ratio will divide into two main vortices
in two opposite directions, also the distribution of
both the fluid phase temperature and the solutal
concentration at N=-1 will begin to change their
directions and their gradient will be at the
minimum levels at this case. With increasing the
value of negative buoyancy ratio as it is shown in
Figs.[(7.a), (7.b) & (7.c)] which represent the
flow case at N=-3, the negative solutal buoyancy
effect will be greater than the thermal buoyancy
effect, and as a result of the total negative
buoyancy effect, the fluid at the hot wall will be
heavier than it in other locations while the fluid at
the cold wall will be lighter than it in other
locations, so, the fluid particles move downwards
along the hot wall while they move upwards along
the cold wall, and thus, the flow will take the
direction of counterclockwise. The fluid phase
temperature contour at N=-5 indicates that the
temperature levels will decrease gradually from
the hot wall towards the cold wall, where the hot
fluid descends downwards along the hot wall and
rises up along the cold wall because of the large
negative effect of solutal buoyancy. Finally the
solutal concentration contour at N=-5 indicates
that the solutal concentration will be maximum at
the hot regions and decreases gradually with the
decrease of the fluid phase temperature. Figs.(8 &
9) represent the flow case at N=-10 & -15
respectively, and as it is clear that the levels of

counterclockwise stream function will increase
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with the increase of negative value of buoyancy
ratio, while the fluid phase temperature and
solutal concentration keep the same previous
behaviours but their gradients increase with the
increase of negative value of buoyancy ratio.
Figs.(10.a & 10.b) indicate the variation of
velocity components with buoyancy ratio at the
intermediate vertical and horizontal locations
respectively for Da=10" and £=0.9, where as it is
shown in Fig.(10.a) the horizontal velocity
component at the positive values of buoyancy
ratio will direct to the right in top half of the
enclosure while it will be in opposite direction in
the bottom half of the enclosure because of the
positive total buoyancy effect, while we'll note the
conversion in flow direction nearly at N=-1 where
the horizontal velocity begins to reverse its
direction as it happens when the value of negative
buoyancy ratio becomes /N<-1, also as it is shown
in Fig.(10.b), the vertical velocity component at
the positive values of buoyancy ratio will direct
upwards in the left half of the enclosure while it
will be in opposite direction in the right half of the
enclosure because of the positive total buoyancy
effect, where it begins to reverse its direction at
the negative buoyancy ratios of N<-I1. Fig.(11)
represents the variation of local Nusselt number
with buoyancy ratio at Da=10" and £=0.9, where
it is clear that the value of local Nusselt number at
N>0 will be maximum at the bottom of the left-
hand vertical wall and it descends gradually with
rising to the wall top because the temperature
gradient will be very strong at the bottom and it
decreases gradually to the top, also it is clear the
increasing in the local Nusselt number levels with
the increase of positive buoyancy ratio, while the
minimum levels of it will be at V=-1 because the
temperature gradients were minimum at that

buoyancy ratio value, also at N<-1 it is clear that
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the value of local Nusselt number will be
maximum at the top of the hot wall and it
descends gradually with dropping down to the
wall bottom because the temperature gradient will
be very strong at the top and it decreases
gradually to the bottom. Fig.(12) represents the
variation of local Sherwood number with
buoyancy ratio (which is analog to Nusselt
number in heat transfer, where it gives an
indication to the rate of mass transfer through the
solution which happens by solutal concentration
difference), where it is clear that the distribution
of local Sherwood number will be similar to the
distribution of local Nusselt number and for the
same mentionable reasons previously. Fig.(13)
explains the variation of the mean Nusselt number
with buoyancy ratio for different values of Darcy
number at £=0.9, generally it is clear that the
minimum rate of heat transfer is at N=-1 because
of the minimum temperature gradients at that
case, after that, heat transfer levels begin to
increase with the increase of each one of positive
or negative buoyancy ratios, also it is clear that
the values of Nusselt number will be lower than
them at the same values of positive buoyancy ratio
because the thermal and solutal buoyancy effects
at negative buoyancy ratios will be in opposite
direction while they in same direction at positive
buoyancy ratios to form (assisting flow), and
finally it was noted that the mean Nusselt number
generally increases with Darcy number increase
because of the decreasing in overall bed resistance
to the flow inside it as a result to the increasing in
the volume of passable paths of fluid through the
packed bed. Fig.(14) explains the variation of the
mean Nusselt number with buoyancy ratio for
different values of porosity at Da=10", where it
was noted that when porosity equals to a value in

the range of (e=0.5~0.8), the values of mean
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Nusselt number will increase gradually with the
increase of porosity in that range, but when the
porosity increases above that range, the values of
mean Nusselt number will decrease, and for
explaining this phenomenon clearly we must
return to Eq.(20.a), where it is noted that the
whole value of local Nusselt number is
multiplicand by the porosity while the second
term in this equation (solid phase term) was
multiplicand by the inverse of dimensionless

thermal conductivity 4™ which decreases with the
increase of porosity [A_1 =(l-¢) ks/g K, ], s0,

when the porosity values equal to or less than
(0.8), the value of Nusselt number will increase,
while it decreases after that value of porosity
because the value of dimensionless thermal
conductivity will be very small and it causes
decreasing in Nusselt number more than the
increasing in it because of porosity. Fig.(15)
shows the variation of the mean Sherwood
number with buoyancy ratio for different values
of Darcy number at &=0.9, where Sherwood
number will comport a similar behavior to Nusselt
number variation with buoyancy ratio and Darcy
number and for the same mentionable reason
previously, while Fig.(16) explains the variation
of the mean Sherwood number with buoyancy
ratio for different values of porosity at Da=I10",
where it is clear that the values of Sherwood
number will increase with increase of packed bed
porosity because the flow levels will increase as a
result of decreasing in the occupied volume by the
bed through enclosure, where the overall packed
bed resistance to the flow will decrease. To
exhibit the reliability of the presented results, the
variation of mean Nusselt number with the
buoyancy ratio at Gr;=I.4x10° was compared
with results of (Rahli and Bouhadef, 2004) as it

is shown in Fig.(17), where it is clear the
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similarity in Nusselt number behavior with the
mentionable study, but there is a small difference
between these values because of the using of
(LTNE) model in the present study which causes

more heat transfer due to both the fluid and solid

phases.
CONCLUSIONS
This paper has presented a numerical

investigation of double-diffusive flow in a packed

bed square enclosure by using local thermal non-

equilibrium (LTNE) model, and from the obtained
results, the following conclusions are drawn;

1- At the positive buoyancy ratios V=0, the flow
takes the clock wise direction, while at N=-1
the flow begins to reverse its direction as it
happens at N<-1.

2- Generally, levels of flow, heat transfer and
mass transfer increase with the increase of
both the positive or negative buoyancy ratio
as a result of increasing in the total buoyancy
effects.

3- The values of Nusselt number increase with

increase of Darcy Number.

The values of Nusselt number increase with

increase of porosity until the porosity reaches

a certain value of about (¢ = 0.8) where the

value of mean Nusselt number will decrease

after that value of porosity.

5- The values of Sherwood number increase
with increase of both Darcy Number and the
porosity.
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Nomenclature
a  side length of the enclosure (m)

Greek symbols
a thermal diffusivity (m*s™)

ay  specific surface area of the packed bed (m™) u  dynamic viscosity (kg m” s

C dimensionless solutal concentration

v kinematic viscosity (m®s™)

c solutal concentration (kmol m™) p  density (kg m>)
cp  specific heat at constant pressure (J kg” K™ Pr thermal expansion coefficient (K™
D concentration diffusion coefficient (m” s™) Pc  solutal expansion coefficient (kmol' m®)

Da Darcy number
d, sphere particle diameter (m)
F  geometric function
Grc solutal Grashof number
Gry Grashof number
gravitational acceleration (m s™)

8
hy  solid-fluid heat transfer coefficient(Wm™>K™)
k

thermal conductivity (W m™ K™
K permeability (m?)
N buoyancy ratio
Nu  Nusselt number
D pressure (Pa)
P dimensionless pressure
Pr  Prandtl number
Sc¢  Schmidt number
Sh Sherwood number
T temperature (K°)
u,v  velocity components (ms™)

U, V dimensionless velocity components

X,y  X-,y-coordinates (m)
X, Y dimensionless coordinates

6 dimensionless temperature

v dimensionless stream function

o dimensionless vorticity

@ general scalar dependent variable

I' diffusion coeffecient

&  porosity

A dimensionless thermal conductivity

¢ dimensionless solid-to-fluid heat transfer

coefficient
Subscripts
f fluid
feff eftective properties for fluid
H  high
i axis indication
L low
1 local value
m  mean value
s solid

seff eftective properties for solid

Packed Bed

X

Fig.(1) schematic diagram of the physical system
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ABSTRACT

Friction stir spot welding (FSSW) is a relatively new welding process that may have significant
advantages compared to the fusion processes as follows joining of conventionally non-fusion weldable
alloys, reduced distortion and improved mechanical properties of weldable alloys joints due to the pure solid-
state joining of metals. In this paper, a three-dimensional model based on finite element analysis is used to
study the thermal history in the spot-welding of aluminum alloy 2024. The model take place the
thermomechanical property on the process of the welded metals.

The thermal history and the evolution results with numerical model at the measured point in the friction
stirred spot weld have a good matching, then the prediction of the temperature history from the numerical
model in the welded plates is acceptable.

The experimental results of measuring the shear force of the welded plates show that there is a good
agreement with the increase of the rotational speed of the tool with shear force.
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INTRODUCTION threaded pin and a shoulder rotates and slowly
plunges into the joint line between two
workpieces butted together. Friction and
stirring generate heat dissipation so that the
metal pieces do not reach their melting point.
The material is plastically deformed and
transferred from the leading edge to the trailing
edge of the tool, leaving a solid phase bond
between the two pieces when the tool is moved
along the joint line [D. Jacquina, et al. 2011].

Friction Stir Spot Welding (FSSW) is a process
developed recently and has been studied for
applications in automotive, aeronautic and

Friction stir welding (FSW) is a solid-
state welding process invented out at TWI
(Cambridge, United Kingdom) in 1991 [Ayad
M. Takahakh 2010]. Friction stir welding
(FSW) is a solid state joining process, which is
particularly adapted for difficult to weld high
strength aluminum alloys (e.g. the 2XXX and
7XXX series). [Thomas W.M., et al. 1991]
from The Welding Institute, TWI, patented the
FSW process. A hard cylindrical tool with a
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other industries. This welding technology is
quite similar to Friction Stir Welding process
(FSW), and the main difference is the type of
joint. In FSSW, the plates form a lap-joint and
the tool penetrates the plates only in a point. In
the FSW process the plates are positioned in a
butt-joint configuration and the tool moves
towards the joint direction [Malafaia, A. M. S.,
el al., 2010].

EXPERIMENTAL WORK

Lap shear specimens clamped with

fixture as shown in fig.1, and friction stir spot
welding were prepared using 2024 alloy,
100x25x3.8 mm plates and 30x25 mm overlap.
The welding process was performed in a CNC
milling machine fig.1 with difference rotation
speed 700 and 900 rpm at constant preheating
time, plunging time, stirring time and depth as
shown in table 1. To carry out the FSSW
process two aluminum plates were placed
overlap on flat steel plate. These two plates
were then clamped with special clamps so they
would not separate during welding process, a
thermocouple was fixed by hand during the
welding process to measure the temperature in
the point at the end of the lap plates shown in
fig.1.
A 25 mm in diameter flat tool with a pin of 7
mm length and 5 mm in diameter were
employed. The material used was special tool
steel X38 Cr MoV 51 (DIN 1.2343).

The ANSYS is a package program that
uses finite element method to calculate the
numerical solution of complex problems whose
analytical solution is tedious or not easy to
achieve. The FSSW model depend on the
assumptions that used to get the required
results, the assumptions are
1- The element that is used in the analysis is
three dimensional, 8 nodes, has a temperature
as a degree of freedom and accepts the
convection, conduction as a load in each face
and heat generation on the volume of the
element.

2- The plate metal has the following material
properties (thermal conductivity, specific heat
and density) which have different values with
temperature as shown in table 2 [Kenneth C
Mills 2002].

3- The heat generation in the model has a
constant value in each four steps (preheating,
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plunging, stirring, drawing out and cooling)
depends on calculations that based on the areas
of contact, friction coefficient, rotation speed
and the normal force which have approximate
value (because the difficult of measuring)
[Fulufthelo Masithulela 2009].

4- The heat convection coefficients (H) values
are (100 W/m® C) for the bottom side of the
plate and (10 W/m® C) for the top side of plate
[Manthan Malde 2007].

5- The time period of each step is equal to the
experiment case study.

The heat transfer conditions at specific areas
and volume in the body are important to solve
the problem. Heat transfer by convection takes
place from top and bottom of the plate. Heat
generation was taken place in the volume under
the shoulder area as shown in fig.2.

RESULTS AND DISCUSSION

The FSSW process, similar to plunge
phase of linear friction stir welding, provides
frictional heating between the interface of the
tool pin and the top sheet that effectively
increase that hot workability of the specimens.
With sufficient reduction in flow stress at
temperature a combination of forging and
stirring joints the two sheets without melting
the base materials. Heat generation during the
plunge phase softens materials that are mixed
both axially about the tool and wvertically
through the thickness of the sheet interface [Y.
Hovanski, et al., 2007].

The experimental results in sample 1 (700rpm)
and numerical results are shown in fig.3 which
represents the value of temperature have a
small difference at the end of the stirring stage
because the metal became very soft at high
temperature then the heat generation will
decrease whereas the numerical solution
assumed constant heat generation at each stage.

As tool rotation speed increase from700 rpm to
900 rpm for a given preheating time, plunging
time and depth, It will cause an increase in
shear force (weld force) as shown in fig.4,
Maximum lap shear weld failure force of 9500
N was obtained at tool rotation speed 900 rpm,
because the increase in rotational speed to
certain value leads to increase in temperature
and material flow around the tool, as
represented in the numerical model in fig.5 and
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6 which show that the temperature distribution
at 210 sec (maximum temp) for sample 1 (700
rpm) and sample 2 (900 rpm).

CONCLUSIONS

A three-dimensional thermal model
including the thermomechanical effect of the
weld material is developed for the FSSW of Al-
alloy, in order to build qualitative framework to
understand the thermomechanical process in
FSSW. Modeling and measurement of the
temperature evolution in the FSSW of 2024-T6
Al alloy is conducted, and the experimental
values validate the efficiency of the proposed
model. The good agreement between the
prediction and measurement temperature at the
point of the end of lap show that the
temperature distribution at the prediction model
is acceptable. The increase of the rotational
speed from 700 rpm to 900 rpm for a fixed
other parameters caused an increase mechanical
properties of the weld joint.
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Table 1 Friction spot stir welding parameters.

Sample Rotation speed Preheating time Plunging time Stirring time Depth of pin
(rpm) (sec) (sec) (sec) plunging (mm)
1 700 30 120 60 7
2 900 30 120 60 7
NUMERICAL MODEL

Table 2 Thermal properties of Al 2024 [Kenneth C Mills 2002].

Temperature C | Density kg/m’ Heat Capacity kl/kg Thermal Conductivity W/(m”.C)
25 2785 850 175
200 2750 950 193
400 2707 1000 190
538 2674 1100 188
632 2500 1140 85
H=10 W/m’ C
(top side)

AN
AN

H=100 W/m*> C
(bottom side)

N

Fig.2 The mesh geometry with conditions of welding process.
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Fig. 4 Effect of rotational speed on the weld force that measured in
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Fig. S The temperature distribution at 210 sec for 700 rpm.
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Fig. 6 The temperature distribution at 210 sec for 900 rpm.
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